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Euclid Primary Science 
Objectives

Issue Our Targets

Dark Energy
Measure the DE equation of state parameters w0 and wa 
to a precision of 2% and 10%, respectively, using both 
expansion history and structure growth. 

Test of General Relativity
Distinguish General Relativity from the simplest modified-
gravity theories, by measuring the growth factor exponent 
γ with a precision of 2%

Dark Matter 
Test the Cold Dark Matter paradigm for structure 
formation, and measure the sum of the neutrino masses to 
a precision better than 0.04eV when combined with 
Planck.

The seeds of cosmic structures Improve by a factor of 20 the determination of the initial 
condition parameters compared to Planck alone.
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Ray Shooting in Lensing114 PETER R. NEWBURY AND RAYMOND J. SPITERI

Fig. 3.1 A ray emitted at η on the source plane pierces the deflector plane at ξ. The ray is deflected
by α̃(ξ) onto the observer at O.

that the ray is abruptly deflected as it passes through the deflector plane, this result
can be extended to arbitrary (two-dimensional) mass distributions M(ξ).2 For every
element of mass dM = M(ξ′)d2ξ′ at position ξ′ on the deflector plane, the ray of light
piercing the deflector plane at position ξ is deflected by an angle with magnitude

dα̃(ξ, ξ′) =
4G

c2
dM

|ξ − ξ′|

in the direction −(ξ−ξ′)/|ξ−ξ′| (a unit vector toward the mass element dM); i.e., we
characterize the deflection due to the mass element by a two-dimensional vector. The
total deflection α̃ is therefore the sum of these deflection vectors over each element of
mass in the deflector:

α̃(ξ) =
∫ ∫

4GM(ξ′)
c2

ξ − ξ′

|ξ − ξ′|2
d2ξ′.(3.1)

The simple phenomenon of bending of light rays does not guarantee the existence
of a lens, however. The relevant question is, Of all the rays emitted by a background
source, which enter the observer’s telescope? In other words, how does this lens focus?
As described below, the lens equation selects the rays that leave the source and are
deflected through exactly the correct angle to strike the observer’s telescope.

We now derive the lens equation based on geometric arguments. The deflections
involved in gravitational lensing are very small, only tens of arcseconds at most,3 so

2We employ boldface symbols to represent two-component vectors; all other symbols are scalars.
3For comparison, a penny held at a distance of approximately a quarter of a mile appears to be

about 10 arcseconds in diameter.
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Figure 4.1: Examples of lensed images. On the far left we see a pre-lensing image. The first
order lensing effect (weak lensing/cosmic shear) is to stretch the image, thus turning it from
a circle to an ellipse. As the gravitational lensing signal becomes stronger, higher order shape
distortions are induced, changing the circle into a banana-shaped arc. This effect is known as
flexion (Goldberg & Natarajan 2002). On the far right we see that the strong lensing regime,
gravitational lensing can be so extreme that multiple images of the same object can be seen.

discussed in Chapter 3). Finally, the large area survey envisioned for Euclid will allow unique
cross-correlations between Euclid and other other cosmological experiments, such as Planck and
eROSITA.

4.2.1 Summary of the Predictions

Table 4.1 shows the projected errors that Euclid will be able to achieve using the techniques
enabled by the visible and near-IR imaging surveys. For these calculations, we have assumed
an eight-parameter cosmological model, where curvature has been allowed, with the fiducial
values given below. For the dark energy component, we use a simple parameterisation where
the equation of state (w) is modeled as a linear expansion with scale factor (a) (Linder 2003;
Chevallier & Polarski 2001),

w(a) = wp + (ap − a)wa, (4.2)

with ap being the scale (redshift) at which the errors on w0 and wp are uncorrelated.

• Density of matter density: Ωm = 0.25

• Density of dark energy: ΩΛ = 0.75

• Density of baryons: Ωb = 0.0445

• Powerspectrum normalisation: σ8 = 0.8
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the determination and mitigation of weak lensing related systematic effects, which will be of
paramount importance for Euclid. To achieve and refine these goals, the WLWG has held weekly
telecons and regular face-to-face meetings.

Basics of Weak Lensing:

The light from galaxies is slightly deflected by the intervening matter distribution, causing
a distortion in the shapes of the galaxies that we measure. Weak lensing is the subtlest of
the lensing effects (see Figure 4.1), where an intrinsically circular galaxy would appear to us
as an ellipse. However, since galaxies themselves are intrinsically elliptical, the lensing effect
cannot be measured on individual galaxies. Instead, weak lensing must be measured statistically
by measuring the shapes of several millions of galaxies (Blandford et al. 1991; Bartelmann &
Schneider 2001; Refregier 2003). The weak lensing effect can be most simply captured in a linear
distortion of a galaxies image, this can be expressed in a matrix transformation as follows:

(
x2

y2

)
=

(
1− γ1 −γ2

−γ2 1 + γ1

) (
x1

y1

)
. (4.1)

The “shear” has two components: a positive γ1 stretches an image along the x-axis and compresses
along the y-axis; and a positive γ2 stretches an image along the diagonal y = x and compresses
along y = −x. The coordinate (x1, y1) denotes a point on the original galaxy image (in the
absence of lensing) and (x2, y2 ) denotes the new position of this point on the distorted (lensed)
image (there is also an isotropic scaling that we do not focus here, but it can also be used to
probe cosmology; see e.g. Barber & Taylor (2003)). The strength of the shear (lensing) signal
depends on both the amount of matter and the distances between the observer, lens and source.
This allows lensing to measure the geometry of the Universe and the growth of structure.

4.2 Developing the Science Case

The WLWG has been investigating the wide array of sectors that can be measured through
gravitational lensing. In Chapter 5, we show how an imaging survey can be designed to maximise
our constraints on the dark energy and the broader cosmology parameters. We show that for
all the parameters in the standard concordance model, measurement errors are minimised for
an ultra wide survey that is able to reach a median redshift of roughly z = 1. In Chapter
7, we review in more detail how it will be able to study dark matter. We show that the 3D
matter powerspectrum can be constrained to a high precision, which in conjunction with CMB
measurements can be used to measure the make up of the early Universe, such as the slope and
roll of the initial (post inflation) powerspectrum (see for example Heavens et al. 2006). We also
show how, on the sub-atomic scales, Euclid will constrain the temperature and mass of dark
matter particles and neutrinos to a high precision.

Euclid will also be able to test possible explanations for accelerated expansion beyond dark
energy. These include a need to modify our model gravity. In Chapter 6, we show how Euclid will
be able to detect deviations from Einstein gravity (the implications of which have already been
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Lensing examples:
Giant Arcs
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Lensing examples:
Einstein Rings
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Lensing examples:
Cosmic Lensing/Weak Shear
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Lensing Tomography
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on scales up to 60h−1 Mpc. They estimate that the am-
plitude of the GI correlation could cause existing deep
surveys to underestimate the linear amplitude of fluctu-
ations by as much as ∼ 20%. The GI signal is dominated
by the brightest galaxies, possibly due to these being
BCGs (brightest cluster galaxies) aligned with the cluster
ellipticity. Hirata et al. (2007) perform a more detailed
characterization of this effect, including a higher redshift
sample of LRGs (luminous red galaxies). They estimate
that results on σ8 from future cosmic shear surveys may
be biased by around 10 per cent. Using N-body simula-
tions, Heymans et al. (2006a) estimate that in a survey
with median depth zm ∼ 1, the GI signal can contribute
up to 10% of the lensing signal on scales up to 20 arcmin.

As noted by Hirata and Seljak (2004), unlike II corre-
lations, GI correlations are not localized in redshift, and
hence their removal is more complex. Given that the
GI term has been observationally detected we cannot
ignore it. Hirata and Seljak (2004) suggested that the
dependence of the GI signal on redshift could be used
to distinguish it from cosmic shear. King (2005) showed
that projecting the signal into a set of template functions
would enable the lensing, II and GI signals to be isolated,
again harnessing their different dependence on redshift.

In this paper we aim to remove the intrinsic alignment
contamination of cosmic shear by simultaneously mea-
suring cosmological and intrinsic alignment parameters
from shear power spectra. The increased number of fit-
ted parameters may degrade constraints on cosmologi-
cal parameters. Here we focus on the requirements this
places on photometric redshift quality.

The planned future imaging surveys will observe at
least hundreds of millions of galaxies. It will not be
possible to obtain spectroscopic redshifts for them all.
Therefore it is planned to rely on ‘photometric redshifts’:
estimates calculated from galaxy luminosities in several
observing bands. The resulting redshift accuracy is criti-
cally dependent on the number of observing bands used.
Equally important for measurement of cosmological pa-
rameters is the existence of a representative sample with
spectroscopic redshifts which allows the redshift accu-
racy to be quantified. It is important to plan now for
these future observations since decisions are being made
about which observing bands to use. Furthermore it may
be necessary to mount a dedicated observing campaign
if more spectroscopic redshifts are needed than are cur-
rently planned.

In practice additional information may be included in
the fit to help offset the degradation due to using many
free parameters to encapsulate the intrinsic alignment
model. This may come from measurements such as those
by Mandelbaum et al. (2006) and Hirata et al. (2007).
Any additional information on at least the functional
form of the intrinsic alignment contributions from the-
ory would also be a great help. This information could
be included by applying priors to the intrinsic alignment
power spectra in the simultaneous analysis. We inves-
tigate the size of prior required to improve constraints
relative to the self-calibration regime.

In section 2 we introduce our fiducial intrinsic align-
ment model. Section 3 shows how dark energy con-
straints are affected by varying parameters within this
model. In section 4 we show the requirements this places
on photometric redshift quality. Finally in section 5 we

consider the effect of priors on photometric redshift and
intrinsic alignment parameters.

2. INTRINSIC ALIGNMENT MODEL

In this paper we attempt to simultaneously measure
the intrinsic alignment and cosmological model from cos-
mic shear power spectra. We therefore have to parame-
terize the sources of the intrinsic alignments in some suf-
ficiently flexible yet physically reasonable way. We also
need to define a fiducial model for intrinsic alignments
to put into our simulation of the future observations.

We assume a catalogue of source galaxy positions
and shears which is divided up into a number of bins
in redshift, with a number per unit comoving distance
ni(χ) for bin i. For convenience this is normalized as
∫

ni(χ)dχ = 1. The lensing efficiency function for lens-
ing a mass at redshift zd for source redshift bin i may
then be written as

qi(χd) =
3

2
Ωm

H2
0

c2
(1+ zd)

∫ ∞

0
ni(χs)

(χs − χd)χd

χs
dχs (1)

where χd and χs are the comoving distances from the
observer to the deflector and source respectively. We
assume a flat universe throughout. Ωm is the matter
density parameter, H0 is the Hubble constant and c is
the speed of light.

As detailed in Hirata and Seljak (2004) the shear
power spectra between redshift bins i and j come from
the sum of three terms

C!(ij) = CGG
!(ij) + CII

!(ij) + CGI
!(ij) (2)

where the first term is the usual gravitational lensing
contribution, the second term arises from the intrinsic
alignments of physically close galaxies and the final term
arises from the intrinsic alignment of a galaxy with a
mass which lenses a more distant galaxy.

In this paper we consider only E mode power spectra,
since the lensing and intrinsic alignment contributions to
the B mode power spectra are both very small (for the
model considered).

These contributions can be written in terms of under-
lying power spectra as

CGG
!(ij) =

∫ ∞

0

qi(χ)qj(χ)

χ2
Pδ(k; χ)dχ (3)

CGI
!(ij) =

∫ ∞

0

(qi(χ)nj(χ) + ni(χ)qj(χ))

χ2
Pδ,γ̃I (k; χ)dχ(4)

CII
!(ij) =

∫ ∞

0

ni(χ)nj(χ)

χ2
Pγ̃I (k; χ)dχ (5)

where k = #/χ. The first power spectrum Pδ(k; χ) is
simply the (non-linear) matter power spectrum at the
deflector redshift. For simplicity in this paper we use
the Peacock and Dodds (1996) method to modify a Ma
(1996) power spectrum (containing baryon supression
but no wiggles).

The remaining two power spectra are not well known.
We use perturbations around the linear alignment model
normalized approximately to data. We detail our as-
sumptions and compare them to data below.

2.1. Fiducial intrinsic-intrinsic term (II)
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Weak Lensing Correlations 
and Mass Reconstruction 
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CMB

– 9 –

closer to the best fit model (see Figure 2). For the first year WMAP TT and TE data

(Spergel et al. 2003), the reduced χ2
eff was 1.09 for 893 degrees of freedom (D.O.F.) for the

TT data and was 1.066 for the combined TT and TE data (893+449=1342 D.O.F.). For
the three year data, which has much smaller error bars for " > 350, the reduced χ2

eff for

982 D.O.F. (" = 13 − 1000- 7 parameters) is now 1.068 for the TT data and 1.041 for the
combined TT and TE data ( 1410 D.O.F., including TE " = 24 − 450), where the TE data

contribution is evaluated from " = 24 − 500.

Fig. 2.— Comparison of the predictions of the different best fit models to the

data. The black line is the angular power spectrum predicted for the best fit
three-year WMAP only ΛCDM model. The red line is the best fit to the 1-year

WMAP data. The orange line is the best fit to the combination of the 1-year
WMAP data, CBI and ACBAR (WMAPext in Spergel et al. (2003)). The solid

data points are for the 3 year data and the light gray data points are for the first
year data.

For the T, Q, and U maps using the pixel based likelihood we obtain a reduced χ2
eff =

0.981 for 1838 pixels (corresponding to CTT
! for " = 2 − 12 and CTE

! for " = 2 − 23). The

combined reduced χ2
eff = 1.037 for 3162 degrees of freedom for the combined fit to the TT

and TE power spectrum at high " and the T, Q and U maps at low ".

While many of the maximum likelihood parameter values (Table 2, columns 3 and 7

– 66 –

difference

3-year

1-year

+200-200

+30-30

Fig. 9.— top: The first-year ILC map reproduced from Bennett et al. (2003c). middle: The three-year ILC
map produced following the steps outlined in §5.2. bottom: The difference between the two (1-yr − 3-yr).
The primary reason for the difference is the new bias correction (Figure 8). The low-l change noted in §3
and shown in Figure 3 is also apparent.

Cosmic Shear
2 Teyssier et al.: Full-sky weak-lensing analysis with an ultra-large N body simulation

Fig. 1. The mollweide image shows the Full sky simulated convergence map, smoothed with a Gaussian beam of scale 1 degree. The lower right
insert shows a zoom in the center of the Full Sky image of the unsmooted convergence map. The upper right insert zooms further in to detail one
particluar clump. The pixel size is 0.86 arcmin.

z ! 0.8. We therefore use 68.7 billions particles to sample the
dark matter density field. This corresponds to a particle mass of
7.7 × 109 M# or 130 particles per Milky Way halo. This huge
particle distribution was then splitted into 6144 individual files,
one for each processor, according to the RAMSES code domain
decomposition strategy (Prunet et al. 2007). The RAMSES code
(Teyssier 2002) is a parallel hydro and N body code based on
the Adaptive Mesh Refinement (AMR) technics. Starting with
a base (or coarse) grid with 40963 grid points, each cell is in-
dividually refined if the number of particles in the cell exceed
40. In this way, the number of particles per cell varies between
5 and 40, so that we ensure that the particle shot noise remains
at an acceptable level. This refinement strategy is applied recur-
sively, with a factor of 2 in linear size between each level of
refinement. At the end of the simulation, we reached 6 levels
of refinement, for a total of 140 billions AMR cells. This corre-
sponds to a formal resolution of 2621443 or 7.6 kpc/h comoving
spatial resolution. Parallel computing is perfomed using the MPI
message passing library, with a domain decomposition based on
the Peano–Hilbert space–filling curve. The work and memory
load is dynamically adjusted by reshuffling particles and grid
points from each processor to its neighbors. The simulation has
required 737 main (or coarse) time steps with more the 104 fine
time step to complete.

3. The Light Cone and the Convergence Map

At each main time step, we have stored the positions and veloci-
ties of all particles lying within the boundaries of a photon plane
moving at the speed of light towards an observer sitting at the
center of the box, based on technics presented in Hamana et al.
(2001). We have obtained 348 slices in the light cone, spanning
the redshift range [0,1]. Note that thanks to the large size of the
simulated volume, we minimize the effect of periodic replica-

tions of the computational box. Each slice is then converted into
a Full-Sky Healpix map (nside = 4096) of the average overden-
sity in the slice using a simple “Nearest Grid Point” mass pro-
jection scheme. We assume a single source population located at
redshift zs = 1, so that we can finally compute the convergence
map, as in Schneider et al. (1998),

κ(θ̂) =
3

2

Ωm

R2
0

∫ χs
0

dχ
χ(χs − χ)
χs

1

a(χ)
δ(χθ̂, χ), (1)

where R0 = c/H0 and χ is the comoving distance from the ob-
server. The resulting Healpix map has a pixel size of ∆θ ! 0.86
arcmin. As shown in Van Waerbeke et al. (2001), the Born ap-
proximation we use here introduces a relative error in the skew-
ness of the signal of the order of 10% at large scale where the
convergence is Gaussian, and around 1% at small scale in the
non–linear regime. Keeping that in mind, we decide not to use a
full ray tracing scheme to compute the convergence map.

4. Multiresolution Statistics with a Realistic Cut-Sky

In order to analyze the statistical properties of our convergence
map, we have performed a wavelet decomposition on the sphere
using the method outlined in Starck et al. (2006a). We have plot-
ted in Figure 1 the Full Sky image smoothed with a Gaussian
beam of width 1 degree. At large scale, the map shows clearly a
Gaussian signal, similar to the Cosmic Microwave Background
map seen by the WMAP satellite. On the same figure, we have
inserted some higher resolution images of the unsmoothed con-
vergence map. At small scales, the signal is clearly dominated
by clumpy structures (dark matter haloes) and is therefore highly
non-Gaussian. To characterize this property more quantitatively,
we have performed a wavelet decomposition of our map us-
ing the Undecimated Isotropic Wavelet Transform on the sphere

Temperature map Mass mapWMAP 3 year data Simulated Euclid data
(simulations by Tessyier et al 2008)
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Survey Geometry 

๏ Dark Energy Figure of Merit:
‣ FOM=1/(δwnδwa)

๏ Wide field imaging survey has three 
basic properties:
‣ Area (As)
‣ Median redshift (zm)
‣ Number of galaxies (ng)

๏ Choice between wide and deep
๏ When the median redshift is greater 

than 0.8 it is always better to go 
wide

๏ Constructed a simple scaling 
relation for survey designers

4 A. Amara & A. Réfrégier

et al. 2004b). To estimate the dependency, we use the survey
times quoted in table 1 of Refregier et al. (2004), which are
the results of SNAP simulations. We find that zm ∝ t0.067

obs

and ng ∝ t0.44
obs . Combining these effects, figure 3 shows the

fractional change in FOM as a function of the fraction of
time dedicated to increasing zm, ng and As. We see that
the dominant property of a survey is its area. Even when
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Figure 4 shows the FOM for a survey limited to a mission
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pense of depth or vice versa. In order to correctly scale As,
ng and zm we continue to use the space image simulation re-
sults of Massey et al. (2004b). We have also confirmed that
this scaling is consistent with the scaling found in the simu-
lations described in Réfrégier et al. (2006). We see that once
again a maximum FOM is achieved by the widest possible
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area of future lensing surveys is not feasible. Hence, the next
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ric redshifts, based on multi-color photometry. The accuracy
of this method depends on a number of factors including: 1)
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the covered wavelength range; and 4) the number of spec-
troscopic redshift used for calibration. These factors, along
with the details of the specific mock or photo-z method used,
impact the photometric errors in complicated ways. Instead
of tackling these details directly, we choose to model their
impact in a more generic and simple way here. However,
a more detailed analysis of specific imaging surveys, such
as DES, Panstarrs and LSST, is in progress and will follow
shortly (Abdalla et al in prep).

Here we consider 3 distinct effects: statistical disper-
sion, catastrophic failures and calibration errors for a given
number of available spectroscopic redshifts. We model the
statistical dispersion in the measured redshift with a Gaus-
sian that has a standard deviation of δs. This is illustrated
by the red curve in figure 5. The catastrophic failures are
modeled by adding extra Gaussians to the PDF of the galax-
ies, as shown by the the blue curve in figure 5, where the
fraction of galaxies that suffer catastrophic failures is fcat.
Finally we use the number of galaxy spectra, ns, to assess
how well the mean and the variance of the redshift slices can
be measured and hence calibrated. The details of the model
we use are described in detail in appendix A.

Figure 5 shows the impact of these effects on the red-
shift slices. For our surveys, we assume that galaxies are
distributed according to a PDF given by Smail et al. (1994),
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where we set α = 2 and β = 1.5. The median redshift of the
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Figure 2. Effect of survey geometry on the DE FOM. For each
of the plots shown here only one survey property is varied at any
time with others held fixed. Top: Figure of merit as a function of
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of the lensed galaxies. The number density of galaxies has been
fixed to 100 galaxies per square arc minute.
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Figure 3. Gains in FOM when time is dedicated to increasing
one of the three parameters which impact the statistics of cosmic
shear. We see that devoting observing time to increasing the area
of the survey has the greatest impact on the FOM, while the
change in median redshift lensed galaxies causes a minimal change
in FOM. When performing a deep vs. wide trade-off study, these
three factors fall into two groups. Increasing the area requires
observing time being spent going wide, while the other two factors
prefer a deep survey. Taking this into account, we see that the
gains from increasing area out-weigh the combined gains of zm
and ng.

Figure 6 shows the change in figure of merit as a func-
tion of δz. We see a clear degradation of the FOM with
increasing δz. We find that for our ideal survey, the figure
of merit scales as, FOM ∝ 10−1.64δz . We also find that for
a shallower survey, with zm = 0.9 and ng = 35, the figure
of merit also shows a drop with δz, (FOM ∝ 10−1.69δz ). In-
vestigating the impact of catastrophic failures, we also find
a decrease in the figure of merit for an increase in the catas-
trophic failure fraction, fcat, (figure 7). For the ideal sur-
vey, we find that FOM ∝ 10−0.75fcat . We also find that for
a survey with the same geometry as our ideal survey but
with δz = 0.1, FOM ∝ 10−0.94fcat , the shallow survey with
δz = 0.01 has a FOM ∝ 10−0.93fcat , and finally that a shal-
low survey with δz = 0.1 has FOM ∝ 10−1.1fcat .

Next we show the requirements on the calibration sam-
ple, namely how the FOM depends on the number of spec-
troscopic redshifts available, ns. Figure 8 shows the results
for four cases, (i) our ideal survey, (ii) our ideal survey with
δz = 0.1, (iii) our shallow survey with δz = 0.01, and (iv)
our shallow survey with δz = 0.1. These values of δz have
been chosen to look at the difference one would expect from
a good photo-z survey (δz = 0.01) and a more modest sur-
vey (δz = 0.1). For each case we show the calculations for
two scenarios: in the first we marginalize over both the mean
and the variance, and in the second we marginalize only over
the mean and fix the variance. From our results we see that
uncertainties in these quantities (mean and variance) are
important and can substantially reduce the sensitivity of a
survey, although it is interesting to note that even with a

Figure 4. The results of a deep vs. wide trade-off study, given 3
years of observing time. The survey area, galaxy number counts
and their median redshift are calculated by interpolating and ex-
trapolating the results of Massey et al. (2004b). The three quan-
tities are strongly correlated. Hence, a wide survey will have a
lower galaxy number density and median redshift than a survey
covering a small area. The upper panel shows the optimisation
using the FOM, quantifying the error levels on a 2 parameter w
model, and the lower panel shows the errors on the equation of
state for a constant w model (i.e. a 1 parameter w model). As
discussed in section 2.1, improvement as measured by the FOM
is greater than the improvement from a 1 parameter w model.

small number of calibration galaxies, weak lensing tomogra-
phy is able to provide good self-calibration. For large number
of galaxies in the range 104 − 105, the photometric calibra-
tion is robust, which is in agreement with Ma et al. (2006)
who also find that they need this many galaxy spectra for
calibration. We see that in this region where very few galaxy
spectra are available, uncertainties in both the mean and the
variance play an important role. However, if the number of
calibration galaxies exceeds 104, only the uncertainty in the
mean is important. This suggests that if we do investigate
higher order moments, they should only be important when
the number of galaxy spectra is small. We can expect that
above 104 galaxy spectra, the uncertainty in the mean will
continue to dominate.

4.3 Shear Measurement Systematics and
Theoretical Uncertainties

The final sources of error we consider are those associ-
ated with the lensing power-spectrum itself. These errors
could have a number of origins, ranging from residual galaxy
shape correlations arising from imperfect PSF deconvolu-
tion to uncertainties in the theoretical predictions. Due to
the potential complexity and unknown nature of this er-
ror, we consider a simple phenomenological error model for
the power spectrum. Specifically, we consider a systematic
uncertainty in all the power-spectra (auto-correlations and
cross-correlations) of the form,

Amara and  Refregier (2007)
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Figure 5.3: Forecasted marginalised 1-σ constraints on the varying dark energy equation of
state provided by Euclid. The blue ellipse shows the constraints from the weak lensing power
spectrum. The red and green ellipses show the constraints when the weak lensing bispectrum
and weak-lensing-selected clusters counts are combined with the power spectrum, respectively
(from Bergé et al. 2009).

shear-ratio geometric test, with other cosmological probes, like the CMB or BAO, will provide
additional constraints. With these available combinations, Euclid will provide percent level
accuracy on dark energy.
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Figure 5.2: Ωm-σ8 degeneracy left over by the weak lensing power spectrum (from Pires et al.
2009). The pluses represent the models that they considered (see main text).

The left panel of Fig. 5.1 shows the gain in the dark energy figure-of-merit (FoM) when changing
the survey’s characteristics. Increasing the area provides a much more pronounced gain in the
FoM compared to increasing the number density of galaxies ng and the median redshift zm. A
wide survey spends the exposure time increasing the area, keeping ng and zm constant, while a
deep survey increases them. Therefore, for a given observation time, we should always prefer a
wide survey rather than a deep survey. Heavens et al. (2006) optimised 3D weak lensing surveys,
and found that for a fixed time, larger surveys provide better cosmological parameter constraints,
in particular for dark energy, once a median redshift of z ≈ 1 is reached. The right panel of Fig.
5.1 shows that the dark energy is best constrained as soon as the median redshift zm ≈ 1. They
showed that it gives comparable, but a little better, constraints on dark energy than weak lensing
tomography. Taylor et al. (2007) have adapted and optimised the method around galaxy clusters
to constrain dark energy and its evolution in large surveys. They showed that a large survey
yields better constraints on dark energy than a targeted survey of 60 of the largest clusters.

To optimise dark energy measurement, we will survey the entire extragalactic sky (20,000
deg2) at an intermediate median redshift (zm ≈ 1), providing us with ng ≈ 40 galaxies per square
arcminute.

5.3 Optimising constraints on cosmological parameters

Besides optimising the survey configuration, one must also optimise the methods with which
cosmological information is extracted. For instance, one must investigate how the well-known
degeneracies left over by the statistics introduced in the previous section, as shown by Fig. 5.2
for the matter density Ωm and matter power spectrum normalisation σ8, can be broken. This
can be done with observables sensitive to non-Gaussianity, such as third-order statistics and

Pires et al 2009 Berge et al 2009
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EuclidCosmology and Legacy science

Cosmology:

Measurement of cosmological parameters

with unprecedented accuracy

Control of systematics with independent

cosmological probes

!Measurement of Dark Energy equation

of state parameter w and its evolution w’

with 1% and 10% accuracy respectively

Legacy:

• Visible/NIR imaging survey:
morphologies and vis/NIR colors for
billions of galaxies out to z~2, 3D dark
matter map

• Spectroscopic survey: 3D map of the
luminous matter distribution, spectra of
~200 million galaxies to z~2

•Deep survey: infrared imaging to
H(AB)=26 and spectroscopy to
H(AB)=24, galaxies with 2<z<7. Objects
at z>7 and up to z~10 can be colour-
selected from the Y,J,H colours

! Impossible to reach from the ground

By Euclid Cosmology Working Group
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Impact of Systematics
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Stable and well behaved PSF8.3. Impact of pixellation and PSF shape 80

Figure 8.1: Illustration of the required number of stars N∗ to calibrate the PSF: when measuring
the shape of a galaxy (indicated by the red spiral), the PSF needs to be calibrated with at least
N∗ nearby stars (black asterisks) contained in the shaded region, to achieve the requirement
σ2

sys < 10−7. In this example N∗ = 11. Therefore, on scales smaller than the shaded region,
there is not enough information coming from the stars to measure the PSF variations with the
required accuracy.

For the simplistic case of a nearly circular Gaussian-like PSF, we have Ψ ≈
√

2. In a realistic case,
Ψ is at least of few. The accuracy of this scaling relation is limited by two main approximations:

• first, it is pessimistic in the sense that it assumes the shear estimate is a function of
unweighted 2nd order moments of the flux. This assumption was made to allow analytical
calculations but in practice we expect the required number of stars to be lower;

• second, it is optimistic in the sense that it does not take into account a number of significant
factors, such as the pixellation, and the wavelength dependence of the PSF. In other words,
the scaling relation 8.1 holds for infinitely small pixels and an infinitely thin observation
band. In practice, for big pixels or wide observation bands, the required number of stars
may be larger. Moreover, radiation damages during the mission on the charge transfer
efficiency may require this number of stars to increase during the mission time.

To investigate the required number of stars in practice, we performed a number of simulations
summarised in the following.

8.3 Impact of pixellation and PSF shape

The impact of pixellation is highly correlated with the shape of the PSF. That is why it is
necessary to investigate together pixellation and PSF shape. For this, we have implemented a
PSF shape assessment pipeline, that is described below (Sect. 8.3.1), and that is used to perform

8.3. Impact of pixellation and PSF shape 83

Figure 8.3: PSF at 800nm generated by the nominal optical design. The left-hand panel is
the optical PSF (with a 3-arm spider of the structure maintaining the central obstruction) in
logarithmic scale. The middle shows the system PSF (ie. the convolution of the optical PSF
with the AOCS and the detector patterns). The right-hand panel shows the profile of the system
PSF. Black line: from the centre toward the top (ie. far from any diffraction spike). Red line:
from the centre toward the right-hand side (ie. inside a diffraction spike).

FWHM εPSF EE50 EE90
EE50 averaged shear σ2

sys

(arcsec) (arcsec) error | < δγ > |
level 1

requirement < 10−7

level 2
requirements 0.18− 0.23 < 0.1 none < 5 none

(goal) (< 0.05) (< 4.5)
nominal PSF 0.16 0.034 0.22 5.0 2.7× 10−4 7.3× 10−8

Table 8.1: Properties of the nominal PSF properties, at 800nm, at the centre of the field. The
nominal PSF is the system PSF derived from the current optical design (illustrated above),
after convolution with the AOCS and detector patterns. FWHM: Full Width at Half Maximum.
εPSF: ellipticity of the PSF. EE50 and EE90: diameters containing 50 and 90 percents of the
flux, respectively. The level-1-requirement σsys < 10−7 is the criteria that drives the level-2-
requirements. We can see that it is achieved, implying that the nominal PSF is acceptable, even
if the conservative level-2-requirement on the FWHM is not achieved. This is discussed in the
text.

Paulin-Henriksson et al, 2007, 2008

8.3. Impact of pixellation and PSF shape 81

Figure 8.2: Summary of the PSF assessment simulations that estimates the bias on the shear
measurements, for a given system PSF and galaxy population. The system PSF, in input, is used
to simulate N star fields and M galaxies. Then the simulations can be sorted into 2 nodes. First,
we simulate N times the PSF calibration on the star fields. In output, each star field leads to an
estimation of the PSF. Second, we estimate the galaxy shears, considering the PSF estimations
instead of the true PSF. Each calibration of the PSF leads to a bias on the galaxy shear coming
from the fact that the estimated PSF is not exactly equal to the true one. From the N biases, we
derive σsys.

large simulation sets. In particular, we focused our attention on a realistic system PSF, noted
nominal’ PSF because it is derived from the optical design proposed by industry. The nominal
PSF is described in Sect. 8.3.2, and our current results on the impact of pixellation and PSF
shape are summarised in Sect. 8.3.3.

8.3.1 PSF shape assessment simulation

An overview of the PSF shape assessment simulations is shown in Fig. 8.2. The main steps are
the following:

• Simulation of star fields and galaxies: the system PSF is used to simulate N star fields, and
M 2D-exponential profile galaxies. We currently take into account the dithering strategy
and the Intra-Pixel Sensitivity Variations.

• Calibration of the PSF on a star field: we consider the system PSF with few arbitrary
chosen degrees of freedom (e.g. a rotation, a dilation/compression and a distortion) and fit
these degrees of freedom on one star field, with a chi2 minimisation.

• Measure of the M galaxy shears, for a given estimated PSF: For a given estimation of the
PSF, we fit a 2D-exponential profile on each galaxy, with a chi2-minimisation, and derive
the corresponding fitted ellipticity. There is a bias in the fitted ellipticity, due to the fact
that the estimated PSF is not infinitely accurate. Each of the N estimations of the PSF
leads to a different bias.

• From the N biases, we compute the corresponding δγ and σsys.
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Wavelength dependent PSF

8.4. Impact of the Point-Spread-Function Colour Dependence 86

Figure 8.5: PSF FWHM for galaxies (black dots) and stars (yellow stars) as a function of object
colour. The left hand panel shows calibration using space-data alone and the middle panel shows
the result of using a colour composed of the wide Euclid optical filter and a ground based r band
filter such as that used for photometric redshift estimates. The insets show the dispersion about
the best fit first or second order polynomial to the stars (yellow line). We see the results using
r-F1 are significantly better than using F1-Y. The right hand panel shows the results of our
template fitting method.

Cypriano et al. (2009).
We use realistic galaxy and stellar populations to quantify the amount by which the PSF

FWHM is likely to be misestimated. Galaxy SEDs are generated using mock catalogues designed
to simulate the distribution of redshifts, colours and magnitudes of galaxies in GOODS-N
(Kinney et al. 1996; Cowie et al. 2004). Template spectra are taken from Kinney et al. (1996)
and intermediate types obtained by linear interpolation of these templates (see Abdalla et al.
(2008) for further details). The PSF sizes for stars are estimated using stellar SEDs from the
Bruzual-Persson-Gunn-Stryker Spectro-photometric Atlas. The catalogue contains 175 different
SEDs covering a broad range of spectral types.

Fluxes are obtained for each object in the mock catalogues for the Euclid on-board filters F1
and Y up to the limiting magnitudes 24.5 and 22.80 respectively (AB magnitudes, 10σ detections).
In addition, fluxes are measured in the g, r, i, z and y filters up to the magnitudes 24.45, 23.85,
23.05, 22.45 and 20.95. These configurations are chosen to simulate data from future ground
based cosmology surveys such as DES and Pan-STARRS. Such observations could be exploited
to optimally correct the wavelength-dependence of the PSF.

We used a template fitting method to predict the PSF FWHM of a galaxy by using all the
colours available. Using ANNz (Collister & Lahav 2004) we trained a neural network using
approximately one fourth of the simulated galaxies available, to predict the redshifts, spectral
types and reddening of each galaxy, given the fiducial multi-colour information. With this
information we compute the SED of each object and use a model of the wavelength dependence
to predict the PSF FWHM for this galaxy. A telescope model and stars will be used to build this
model for the wavelength dependence, and the accuracy of the model will depend on the stability

3

stringent than the above more approximate calculation. We
will therefore calculate PSF biases as a function of galaxy
redshift and insert them into the more detailed calculation
described below, which propagates the effect into biases on
cosmological parameters.

Use of the wrong PSF model will cause the measured
cosmic shear cross power spectra between redshift bins i and
j, Ĉκ

ij(!), to differ from the true cosmic shear power spectra
Cκ

ij(!). If a particular systematic on the cosmic shear power

spectrum ∆Cκ
ij(!) = Ĉκ

ij(!)−Cκ
ij(!) is ignored then the bias

on cosmological parameters δpα is given by

δpα = F−1
αβ

∑

$

∆Cκ
ij

(
Cov

[
Cκ

ij(!), C
κ
kl(!)

])−1 ∂Cκ
kl(!)

∂pβ
(4)

where i, j, k, l and β are summed over, Cov
[
Cκ

ij(!), C
κ
kl(!)

]

is the two dimensional covariance matrix between the cross-
spectra and F is the Fisher matrix between the cosmological
parameters (Huterer et al. 2006; Amara & Refregier 2006).

In the presence of a redshift dependent multiplicative
bias, the measured lensing power spectrum can be given in
terms of the true lensing power spectrum by

Ĉκ
ij(!) = Cκ

ij(!)(1 + mi + mj) (5)

where mi is the multiplicative bias for redshift bin i, aver-
aged over all galaxies (Huterer et al. 2006, Eq. 16).

The impact of additive errors depends to first order on
the spatial variation of the additive errors. For the case of
a wavelength dependent PSF this will induce power on the
scale of the separation between stars of a typical colour,
which may be propagated into cosmology (see also Guzik &
Bernstein 2005). Here we focus on PSF size mis-estimates
and therefore do not consider additive errors further.

In this paper we compare the PSF sizes for stars with
those for galaxies, without considering the galaxy morphol-
ogy or profile. The equations derived above and in the
Appendix make it possible to draw significant conclusions
about the cosmology biases independent of considerations
about the galaxy light distribution, if all parts of the galaxy
have the same colour. Our main metric is the difference be-
tween the FWHM of the stellar and galaxy PSFs. We av-
erage this over populations of galaxies for various different
PSF correction schemes.

3 THE PSF MODEL

We consider a simple instrument model in which the PSF is
made up of three circular components, each with a different
wavelength dependence. This is reasonable for a space-based
instrument composed mainly of reflective surfaces, such as
Euclid. For such an instrument the PSF ellipticity is rel-
atively insensitive to wavelength and the three main PSF
components are (i) nearly diffraction limited telescope op-
tics giving rise to an Airy disk with size inversely propor-
tional to the wavelength (ii) the CCD modulation transfer
function (MTF) which tends to spread out higher energy
photons more than lower energy photons and (iii) a wave-
length independent part such as telescope jitter. We assume
for simplicity that each component is Gaussian with a wave-
length dependent size.

We describe the total size of the PSF by its full width at

Figure 2. Contribution of the different components of the PSF to
the image quality (FWHM) as a function of the wavelength. The
dotted (blue) line represents the diffraction component, the long-
dashed (red) line the CCD modulation transfer function compo-
nent, the short-dashed (green) the achromatic component and the
thick solid line (magenta) shows the overall result taking into ac-
count all the previously described components. The solid (black)
line show the relative instrumental passband using a wide optical
filter such as that proposed for Euclid.

half-maximum intensity (FWHM), F , which is given by the
quadratic sum of the FWHM values of the three components

F 2
PSF(λ) = F 2

D(λ) + F 2
MTF(λ) + F 2

J . (6)

The size of the diffraction limited image is given by

FD(λ) = 0.154”
(

D
1.2m

)−1 (
λ

7350Å

)
(7)

where D is the diameter of the primary mirror6. We take the
contribution from the CCD MTF to be that measured em-
pirically for an e2v CCD 231-84 (M. Cropper, priv. comm.),
which is given approximately by

FMTF(λ) =





0.11”− 0.027”

(
λ

7000Å

)
if λ ! 7000Å

0.09”− 0.0067”
(

λ

7000Å

)
if λ > 7000Å

(8)

Finally, we take the contribution to the PSF size from the
achromatic component to be

FWHMJ = 0.08” (9)

as appropriate for a Euclid-like instrument.
We plot the three contributions to the PSF image size

in Fig. 2 for a 1.2 meter primary mirror. The image size
is dominated by the diffraction limit of the instrument. As-
suming the PSF contributions from different wavelengths all

6 Addition in quadrature works reasonably well even if the
diffraction limited component is not a Gaussian: we find adding
FWHMs in quadrature works to better than 5 per cent accu-
racy when an Airy disk is convolved with a Gaussian of the same
FWHM, and improves to better than 2 per cent accuracy if the
ratio of FWHMs is changed by a factor of 4 either way.

c© 2009 RAS, MNRAS 000, ??–9

•  Measure the PSF as a function of wavelength using 
stars

• Considered three contributions to the PSF
- Diffraction limit
- CCD MTF
- Jitter

• We can correct the global effect by measuring the SED 
galaxies using photoz (Cypriano et al in prep)

• Work on Colour gradients is still on going
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CCD Effects - CTI
9.2. Observational consequences of CTI 93

Figure 9.1: Cartoon illustrating imaging with a CCD device, as will be used for Euclid. Incident
photons generate photoelectrons that are stored in and gradually fill up electrostatic potential
wells in a grid of pixels. At the end of the exposure, they are shuffled through the device in the
parallel and serial directions, to a single amplifier and analogue-to-digital converter. Reproduced
from Rhodes (2009).

create longer-lasting bulk damage by colliding with and displacing atoms from the silicon lattice.
The dislodged atoms can come to rest in the interstitial space, and the vacancies left behind move
about the lattice until they combine with interstitial impurities, such as Phosphorus, Oxygen or
another vacancy (Janesick 2001). Such defects degrade a CCD’s ability to shuffle electrons, known
as its Charge Transfer Efficiency (CTE; Charge Transfer Inefficiency CTI=1-CTE). Electrons
can become temporarily trapped in the local potential, then released after a delay τ that depends
upon the properties of the lattice and impurities, and the operating temperature of the device
(Shockley & Read 1952; Hall 1952). Several different species of charge trap may be present in
any given device, with different characteristic release times.

The trapping and delayed release of charge mainly causes problems during CCD readout. As
demonstrated in figure 9.2, if a few electrons are trapped and held while others are moved along,
the trapped electrons are released as a spurious trail. Regions of the image furthest from the
readout register are worst affected, because electrons starting there encounter the most charge
traps during their journey across the device, and the effect gets worse over time, as cumulative
radiation damage creates more charge traps.

9.2 Observational consequences of CTI

The trailed electrons affect weak lensing science by altering the photometry and astrometry
of faint galaxies, and by adding a spurious, coherent ellipticity in the readout directions. It
is important to note that the effect is non-linear: faint galaxies are most affected, as a higher

9.4. CTI mitigation by software post-processing 99

Figure 9.5: Top: The Hubble Space Telescope image from figure 9.2, after CTI correction, in
units of electrons. Bottom: Difference image. Reproduced from Massey (2009).

trap density was found to be about the same as that expected in a modern p-channel CCD after
approximately 30 years at L2. The correction was then applied to the HST COSMOS survey.
As shown in figure 9.5, the spurious shear in the faintest galaxies was reduced by an order of
magnitude. The technique is currently limited by the accuracy of the charge integration and
readout model. Even better model calibration (and hence CTI correction) should be possible
with more data: especially if calibration diagnostics like pocket pumping can be enabled by the
Euclid readout electronics, to bring tailored CTI measurements in flight.

Other more dedicated software mitigation and calibration schemes are also being considered
for the Euclid survey. These may use developments of the CDM02 model (GAIA-CH-TN-ESA-
AS-015-1) baselined in the Gaia programme and modified for the standard exposure mode of
operation. CDM02 is an analytical charge distortion model based on physical processes within
the pixel, which predicts the effect on the detected charge distribution as the CCD is read out.
Operating on an aggregated readout rather than a pixel-pixel transfer level, the model is fast

Massey et al 2009

•Radiation damage leads to traps in the CCD
•Through modeling of these traps their impact on lensing 

observables can be reduced by a factor of 10 (used on HST) 
• We have initiated hardware tests to better understand the 

performance of the CCD’s
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Intrinsic Alignment

Dark Matter

II GI

For examples see 
Bridle & King 2007,
Joachimi & Schneider 2008
Schneider & Bridle 2009
Joachimi & Bridle 2009 ...

Treatment:
• Nulling
• Modeling
• Simulations
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Photo-z

6 Bordoloi et al.
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Figure 2. The overall performance of the survey-A, survey-B and survey-C whose dephts are as quoted in Table-1. The blue lines give
the performance without cleaning and the green lines after cleaning and the red line gives performance after cleaning and applying
correction. It is seen that with cleaning and correction σz(z)/(1 + z) ≤ 0.05 is almost reached in all the cases and systematic bias is also
reduced considerably. Survey-B after cleaning and correction reaches σz(z)/(1 + z) ≤ 0.05 easily. For survey-A 23% for survey-B 13%
and for survey-C 9% rejections were made after cleaning.

many galaxies with poor photo-z estimates have a bimodal
likelihood distribution. We therefore developed an algorithm
that searches for bimodality in the likelihood curves of each
galaxy. If a likelihood function contains more than one peak
separated by a certain pre-defined redshift difference and if
the ratio between primary and secondary peaks is above a
threshold value, then the galaxy is flagged as a likely out-
lier and can be rejected from the lensing analysis. This pre-
defined threshold value can be tuned from simulations of the
kind described here, or from spectroscopic measurements of
actual redshifts. Of course, this procedure will undoubtedly
remove some objects whose photo-zs are actually quite good,
but the lensing analysis is stable to this kind of exclusion.

After removal of doubtful photo-z, the errors in σz(z)
and mean bias ∆z(z) are dramatically reduced, as shown
by the green lines in Figure-2. The major improvement in
σz(z) and ∆z(z) come from rejection of catastrophic failures
rather than a tightening of the “good” photo-z. As the depth

of the photometry increases, it is found that fewer objects
need to be rejected to improve the photo-z estimates. In
case of survey-A, we find that 23% must be rejected to get
below σz(z) ≤ 0.05(1 + z), for survey-B it is 12% and for
survey-C, only 9%. The trade off between beneficial cleaning
and the wasteful loss of objects determines the robustness of
the cleaning. After the above cleaning has been performed,
the fraction of 5σ outliers (catastrophic failures) is reduced
below 0.25% in all the three Surveys (see Table-2). It should
be noted that we have not taken in to account priors such as
the size or luminosity of the galaxies, which might further
improve the performance.

3.3 Modification of the likelihood functions

We find that the photo-z estimates can be further improved
by modifying the L(z) on the basis of a relatively small
number of spectroscopic redshifts, as follows: First we define
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〈σz(z)
1+z

〉 for different surveys in the range 0.3 ≤ z ≤ 3.0

Survey Before Cleaning After Cleaning After Cleaning + Correction

Survey-A 0.1703 0.0884 0.0675
Survey-B 0.1164 0.0640 0.0497
Survey-C 0.0876 0.0492 0.0398

Table 3. The 〈σz(z)
1+z

〉 for the three surveys studied. After cleaning and correction has been performed survey-B just about reaches
σz(z)/(1 + z) ∼ 0.05 Euclid requirements.
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Figure 5. The bias in the mean of the tomographic bins estimates
from the Normalized

∑
L(z) functions for survey-C and survey-A

and survey-B. For survey-C, with cleaning for catastrophic fail-
ures and after applying correction gives |∆〈z〉/(1 + z)| ≤ 0.002.
Here the shaded region is |∆〈z〉| = 0.002(1 + z). We have intro-
duced a small offset in x-axis values of survey-B and survey-C for
legibility.

4 CHARACTERIZATION OF N(Z) FROM THE
LIKELIHOOD FUNCTIONS

In weak lensing tomography the photo-z s are used to con-
struct redshift bins which are then used to calculate the
lensing power spectrum. The actual N(z) of each bin must
then be known for quantitative interpretation of the lens-
ing signal. The mean of the distribution is most important
parameter (Amara & Réfrégier, 2007) and we therefore fo-
cus on this. Generally a single redshift estimator from the
photo-z code (i.e. the maximum likelihood photo-z) is used
to construct these bins. However, if using these single red-
shifts, the ∆〈z〉 requirement cannot be reached, as clearly
shown in Figure-2. This is because the maximum likelihood
redshifts cannot by construction trace the wings of the N(z)
that lie outside of the nominal bins, or trace the remaining
catastrophic failures associated with some of the photo-z.
Therefore a more sophisticated approach is required.

As noted in the Introduction, one approach is to un-
dertake a major spectroscopic survey of large numbers of
representative objects in the bin and define the actual N(z)
empirically in this way. As discussed there, there are a num-
ber of practical difficulties of doing this.

In this paper we explore a different approach, which is

to characterize N(z) as the sum of the likelihood functions
for each redshift bin. We define the mean redshift inferred
from summing the likelihoods as:

z = 〈
∑

L(z)〉 =

∫ ∞

0

z
∑

L(z)dz (13)

and the bias in estimating zreal as

∆〈z〉 = zreal − z (14)

We apply this approach using the same modification
techniques described in Section 3.3. The straight sum of the
original likelihood functions is able to characterize the red-
shift distribution well, as seen in Figure-4, which shows for
survey-C the summed L(z) follows (visually) both the the
catastrophic failures and the wings of the redshift bins well.
If we apply the cleaning algorithm described above, the num-
ber of catastrophic failures are removed and wings are con-
strained more tightly. However, this approach alone is not
in fact good enough to characterize the N(z) of the bins to
the required precision of |∆〈z〉| ≤ 0.002(1 + z).

To characterize the bins more accurately, the L(z) cor-
rection scheme as described in Section 3.3 was developed.
We compute N(P ) for each redshift bin separately, using
a spectroscopically observed subsample of 800-1000 galax-
ies per bin. After correction, the new likelihood functions
L′(z) for each galaxy, and therefore sometimes a new maxi-
mum likelihood redshift, is obtained. These are used to rebin
the galaxies and the sum of the new L′(z) are used to con-
struct N(z) for the bins. In Figure-5 the bias on the mean
of the N(z) is given for different redshift bins, and survey
parameters. The error-bars on each point shows the effect
of randomly picking different subsets for the the spectro-
scopic calibration repeatedly. In Figure-5 the shaded region
gives the Euclid requirement of |∆〈z〉/(1 + z)| ≤ 0.002 on
the mean redshift of the redshift bins. The black dots are
for survey-C, which easily reaches the Euclid requirements.
The red open boxes are for survey-B and it just meets the
Euclid requirement. The blue stars are for survey-A which
do not meet the specifications as given by the shaded re-
gion. From this analysis we conclude that for a Euclid like
survey, using a survey-B like ground based complement we
can characterize the N(z) of the tomographic bins to a preci-
sion of |∆〈z〉/(1 + z)| ≤ 0.002 and we need around 800-1000
random spectroscopic sub-sample per redshift bin to char-
acterize them.

The great advantage of this approach is that it sidesteps
completely the problems associated with the presence of
large scale structure in the spectroscopic survey fields, since
the spectro-z are used to characterize, and globally modify,
the photo-z estimates of individual galaxies, and not to char-
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Figure 22.1: Effect of baryons on the total matter power spectrum for various central galaxy
mass. We see a boost at small scale, from 1% around l=5000 to 50% at l=105 (from Guillet et al.
2009).

detailed galaxy formation simulation by our group (Hahn et al., submitted). Analytic models
based on the halo model have been also developed that also include prescriptions for small-scale
satellite-central alignments (Schneider & Bridle 2009), and that can be tested using this type of
simulation.
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Figure 22.2: Cosmological simulation of a large filament (upper left: dark matter and upper
right: gas distributions) from which we studied galactic disc alignment properties (see 2 examples
at the bottom). From Hahn et al. (2009).Hahn et al 2009 Guilllet et al 2009
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Description Quantity Requirement
Survey Geometry: Area: Errors on dark energy
parameters depend on the area of the survey

As > 20000 deg2

Survey Geometry: density of galaxies: And the
effective number density of galaxies useful for
gravitational lensing (Neff)

Neff > 30 gals/amin2

Survey Geometry: galaxy redshift: Redshift dis-
tribution of the lensing galaxies

zm > 0.8

Shape Measurement: To reach the above cos-
mological objectives, systematic effects shall be
controlled to a level where they do not domi-
nate over the statistical errors. This is done
by controlling the variance of the residual shear
systematics.( σ2

sys)

σ2
sys < 10−7

Photometric Redshifts statistical: The statisti-
cal rms error σ(z) in the photo-zs in the range
0.2 < z < 2.0

σ(z)/(1 + z) < 0.05

Photometric Redshifts error in the mean: The
mean of the redshift distribution n(z) of each bin
must be known to high precision

σ(zi)/(1 + zi) < 0.002

Table 4.2: Summary of the top level requirement for precision measurements with Euclid. The
area, number density, median redshift and photometric uncertainty set the statistical potential
of a weak lensing survey (see Chapter 5). To meet this potential, the shape measurement errors
need to be controlled, as well as having accurate measurements of the mean redshift of the
galaxies.
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