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I.2 NASA Planetary Protection Officer Letter  
----- Forwarded message from Cassie.Conley@nasa.gov ----- 
    Date: Wed, 20 Dec 2006 15:59:25 -0500 
    From: Cassie Conley <Cassie.Conley@nasa.gov> 
    Reply-To: Cassie Conley <Cassie.Conley@nasa.gov> 
    Subject: Re: Europa Explorer/Titan 
    To: James.A.Spry@jpl.nasa.gov 
    Cc: john.d.rummel@nasa.gov, perry.stabekis-1@nasa.gov, Karla.Clark@jpl.nasa.gov 
 
Hi, Andy -- 
 
Here's a preliminary take before writing up a formal response: based on the specifications for Europa given in NPR 
8020.12C, the requirement will be: 'Probability of contaminating the Europan ocean less than 10^-4'.  An orbiter, 
even if it crashes, is only Cat. III, but with appropriate cleanliness required -- for Europa there's no difference in 
requirement between Cat. III and IV (see below). 
 
There are no detailed specifications on how to reach a probability of contamination less than 10^-4 -- however you 
can convince the PPS (and me) that you're there, you're OK.  In practice, as there'll be a heat  source you'll likely 
have to be fully sterilized when you crash -- at  least all surfaces, since boxes may get crushed.  We don't have 
an approved spec. for the radiation effects, but they will likely make sterilization of exposed surfaces unnecessary, 
so you might only have to worry about the interior portions of the spacecraft.  The Juno people have done some 
calculations on sterilization by Jovian radiation during their mission, as a start. 
 
This lack of clear requirements is why I don't like the whole ’probability of contamination' approach...Here's the full 
spec. from 8020.12C: A.3.1 Category III/IV (Europa Orbiters and Landers). Requirements for Europa flyby, orbiter, 
or lander missions, including microbial reduction, shall be applied in order to reduce the probability of inadvertent 
contamination of an Europan ocean to less than 1x10-4 per mission. These requirements will be refined in 
future years, but the calculation of this probability should include a conservative estimate of poorly known 
parameters and address the following factors, at a minimum: 
   1. Microbial burden at launch. 
   2. Cruise survival for contaminating organisms. 
   3. Organism survival in the radiation environment adjacent to Europa. 
   4. Probability of landing on Europa. 
   5. The mechanisms of transport to the Europan subsurface. 
   6. Organism survival and proliferation before, during, and after subsurface transfer. 
 
Preliminary calculations of the probability of contamination suggest that microbial reduction will likely be necessary 
for Europa orbiters as well as for landers. This will require the use of cleanroom technology, the cleanliness of all 
parts before assembly, and the monitoring of spacecraft assembly facilities to understand the bioload and its 
microbial diversity, including specific problematic species.  Specific methods should be developed to eradicate 
problematic species.  Methods of microbial reduction should reflect the type of environments found on Europa, 
focusing on Earth extremophiles most likely to survive on Europa, such as cold and radiation tolerant organisms. 
 
Happy holidays to you, too! 
        -- Cassie 
--  
Dr. Catharine A. Conley 
Planetary Protection Officer (Acting) 
Science Mission Directorate, 3X63 
NASA Headquarters 
Washington, DC 20546 
ph  202-358-3912 
fax 202-358-3097 
http://planetaryprotection.nasa.gov 
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K. MISSION OPERATIONS LESSONS LEARNED STUDY 
K.1 Mission Operations Lessons Learned Applied to JEO 

Category Lesson Learned 

OPFM 
Report 
Section Additional OPFM Specifics or Comments 

§4.3 The JEO tour is being designed to optimize the trajectory design 
and minimize radiation impacts, while achieving primary science 
goals; secondary or optimistic science is not a driver in the current 
tour implementation. 

Mission 
Design / 
Architecture 

Minimizing the amount of cruise science 
required of the operation including that 
opportunistic science taken during gravity 
assist maneuvers. However one can not 
discount the benefit of using these 
operations to train the team and test 
systems for eventual prime science 
operations. 

§4.6.2.1 
§G.3.2 

The Cruise Phase is intended to execute minimal cruise science, 
but will use at least one of the gravity assist flybys to demonstrate 
the readiness of the flight and ground systems for Tour and Europa 
operations.  

Reduce the complexity of the contention 
resolution process by choosing a single 
PI’s. Streamline the arbitration process so 
that it need not involve the majority of the 
mission planners. A strong “super PI” or 
Project Scientist could oversee this 
process. 

§D.2.2 JEO is not a PI led mission, but will have a Project Scientist that 
heads up the project science working group (PSG) that leads the 
science teams in setting up the overall science observation plan 
used for the development and operation of the mission. The 
distribution of the instruments into the 5 Science Teams allows the 
Science Team Leads to make decisions at a lower level, resulting 
in a more stream-lined decision process at the PSG level. The 
Project Scientist should be able to facilitate a streamlined 
arbitration process and resolve science conflicts. 

Co-locate mission planners or have 
representatives with decision making 
capability co-located to help reduce 
communications delays when iterating on 
plans.  

N/A Sequences will be developed by multiple teams, but will be 
centrally integrated and tested. The large scale science operations 
of a Flagship mission does not lend itself to having all of the 
participants co-located, but proven established practices and 
readily available information technology facilitate the necessary 
interactions in an efficient manner. 

Management 
& 
Organization 

Investigate ways to streamline the 
ITAR/TAA processes for working with 
foreign instrument teams/individuals. 

Future 
Study 

Although we stand behind this recommendation, it is considered 
beyond the scope of the current JEO Study. 

§4.4.2 By capturing use of previously flown designs, operational lessons 
learned from previous use can be applied to JEO, particularly in the 
C&DH/avionics, AACS, propulsion, and power subsystems.  

§4.4.3.3 AACS assumes tight control of the spacecraft body attitude in order 
to reduce undesirable interactions between the HGA and basebody 
controllers. 

§4.4.3.3.1 JEO flight software will use as a basis Cassini proven algorithms to 
suspend star identification to protect against bright body 
interference, as well as AACS algorithms for false star ID due to 
radiation effects and thrust vector control. 

§4.4.3.4 The flight software will incorporate the following functionality: 
Onboard ephemeris based pointing, onboard file system, pre-
allocation of SSR space by ground rules, automated file playback 
for downlink, CFDP for telemetry, automated retransmissions for 
data dropouts, and CFDP for command uplink. 

§4.4.3.5 At this time, the baseline design assumes none of the instruments 
require data compression services from the C&DH subsystem. The 
C&DH sub-system possesses sufficient processing power and data 
bandwidth to perform such tasks and can be a future trade study in 
Phase A when instruments have been selected.  

Evaluate operational complexity and 
incorporate ease-of-use features for each 
primary flight system with special 
emphasis on G&C and C&DH flight 
processor interfaces as they are typically 
the most complex. 

§4.4.3.5 The SSR is located in its own enclosure and connected to both 
C&DH strings via redundant spacewire links. This allows the mass 
memory data to be shared between the primary and backup 
computers. 

Flight System 
Interfaces 

As part of the next OPF mission design 
effort, formalize a joint operations and 
flight system design process for each 
proposed flight system to evaluate its 
design in terms of operability and quantify 
affect on total mission costs. Note: This 
process was ad-hoc on past missions and 
subject to the availability and capability of 
the specific operations team involved in 
the early stages. 

Future 
Study 

This recommendation refers to future design efforts. The JEO 
Mission Study 2008 certainly considered operability throughout the 
flight and ground systems design, although this process was not 
formalized beyond the Operations Lessons Learned Study Team. 
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Category Lesson Learned 

OPFM 
Report 
Section Additional OPFM Specifics or Comments 

§4.2.1.1 Adequate mounting space on the nadir pointing platform facilitates 
common science pointing without articulating the spacecraft. 

§4.4.1.1 An articulated HGA helps to minimize spacecraft pointing conflicts. 
§4.4.3.1 Main engine is articulated using 2-axis gimbal based upon Cassini 

design. 
§4.4.3.3 The RCS is comprised of 16 thrusters capable of providing 3-axis 

control with redundant couples and vectored translation in the 
spacecraft X-Y plane. 

§4.6.2.3 Science data shall mostly be collected during downlink to Earth 
sessions; except for low rate instruments, Europa science 
observations will be taken when Earth is in view, enabling rapid 
downlink of high volume science data. During the Tour, additional 
memory is available to allow on-board storage of science data, 
lessening the need to downlink in real-time. 

§4.6.3 Key operability features of the flight system include: Reaction 
wheels and coupled thrusters for greatly reduced trajectory 
perturbations (resulting in reduced coupling of observation pointing 
design and attitude control activities); On-board ephemeris based 
pointing for rapid observation updates; Independent sequencing for 
individual instruments and spacecraft activities (acq and return, 
health, etc); File based SSR and CCSDS protocols for file 
management and delivery; Autonomy for fault protection and 
science operations. 

§4.6.3 The flight system will allow the continuous pointing and operation of 
science instruments while communicating with the Earth (via 2-axis 
HGA gimbal). 

§4.6.6.1 Coordinated observations will be sent to the orbiter and executed 
via ephemeris driven on-board sequencing software. 

Consider such features as: coupled 
thrusters, automated momentum 
management, scan or gimbaled platforms 
that can significantly reduce conflicts 
between instrument types (fields and 
particles vs. pointing) or between payload 
and communications system, deterministic 
slew paths, ephemeris based pointing. 

§4.6.5.2 
§4.6.6.1 

Science observations and data downlink will largely be decoupled 
through the use of the gimbaled high gain antenna. 

§4.4.2.7.4 Current JEO design carries 33% margin on the CBE power values 
and includes batteries to accommodate peak power modes such as 
satellite flybys. 

Ensure adequate power margins and 
consider predefined payload 
modes/configurations to simplify planning. 
Favor power over mass in use of PMD’s, 
coupled thrusters, proper instrumentation. §4.4.5.2 The Four vs. Five MMRTG trade study concluded the removal of 

one MMRTG from 5 to 4 would significantly reduce the science 
return and severely reduce the trade space flexibility in design and 
operational capabilities. 

§4.4 The data handling and processing architecture is capable of 
performing all science and engineering functions. Data storage 
space has been pre-allocated for orbital science use. 

§4.4.3.5 
§4.6.1 

Retransmission of downlinked data is not a JEO requirement. JEO 
will retransmit data to the best extent possible during the Tour 
Phase but not during the Europa Orbital Phase. 

§4.4.3.4 The flight software will incorporate the following functionality: 
Onboard file system, pre-allocation of SSR space by ground rules, 
automated file playback for downlink, CFDP for telemetry, 
automated retransmissions for data dropouts, and CFDP for 
command uplink. 

§4.4.1 JEO has 1 Gbit for science data storage at Europa orbit phase 
which will experience the total mission radiation environment, with 
additional science data storage capability (16 Gbits) for the Jupiter 
tour phase which is roughly the first half of the radiation dose. Since 
the larger science data storage needs are during Jupiter tour only, 
softer components will be used for cost and resource efficiency. 
Larger memory capacity in orbital phase is limited in usefulness 
because this phase is downlink bandwidth limited. 

Incorporate a file system and pre-
allocated (by ground rules) SSR space. 
Sufficient margins for command and SSR 
memory. Use automated file playback 
software and CFDP minimize SSR 
management and to have automated 
retransmission for data dropouts. 
Consider CFDP for command uploads and 
potential use for telemetry.  

§4.6.6.1 The SSR holds coordinated target observation data until it can be 
downlinked (along with the other data collected). On average, less 
than one target per orbit will fit in the data stream. Two coordinated 
targets can be collected at a time for delayed downlink. The IPR full 
resolution targets are 900 Mb and only one of these can be 
collected at a time.  
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Category Lesson Learned 

OPFM 
Report 
Section Additional OPFM Specifics or Comments 

§4.6.5.2 Data volume will be allocated and factored into science sequences. 
Margins and flexible sequencing strategies will allow DSN track 
times to change without disrupting science observations. With time 
to process and space in the SSR to work with, data reduction 
techniques such as windowing or selective downlink become 
possible. 

§4.8.4 Future trade studies on the payload on-board data processing 
architecture will consider this recommendation within the specific 
context of JEO and its selected payload. 

§4.4.3.5 The 1553 bus carries both commands to and data from the low-
speed instruments. The high-speed instruments and the mass 
memory are connected to the C&DH subsystem via spacewire links 
(point-to-point connections) provided by the system flight computer. 
These spacewire links carry both the commands to the instruments 
and the data from the instruments.  

Strive for commonality in payload 
instrument telemetry and command 
interfaces.  

§4.6.4 JEO provides a standard instrument GDS interface and tools to all 
instrument providers.  

§G.4.3.1 The Outer Planets Flagship Mission Science Operations Concept 
Study Report (Paczkowski, et al. June 2008, JPL D-46870) was 
conducted to leverage the results of the Operations Lessons 
Learned Study into recommendations for a science operations 
concept that could be used for the next flagship mission. 

§4.4.2.7.1 JEO will employ a market-based system approach for allocating 
resources (e.g., mass, power, data rate, budget, etc.) for instrument 
development, as was successfully done on both Cassini and the 
Terra (EOS AM-1) Platform. This approach will be explored for use 
in operations as well. 

§4.6.4 Operate the spacecraft as a system and not a collection of 
subsystems 

§4.6.4 Use early gravity assists to test and demonstrate science and 
instrument interfaces and operations  

Incorporate a planning process that is 
efficient enough for JEO/Titan orbital 
operations, and modify as necessary for 
tour operations. Consider cost 
constraining planning tools (i.e., market 
based and priority based systems). 

§4.6.4 Develop planning process that is efficient for orbital operations, but 
plan to update as required for tour.  

§4.10 JEO science and operations planning shall be flexible and 
streamlined to not only facilitate the mission objectives, but foster 
contingency response and recovery with minimal impacts. 

§4.6.4 Science and mission planning tools to enable short (1 week) 
planning cycles. 

§4.6.4 The Mission Operations System design incorporates the ideas to 
constrain planning time, model flight constraints, allocate 
contentious resources, develop science observation constructs for 
coordinated multi-instrument activities, and implement iteration 
limitations in the science planning process. 

§4.6.6.1 The short planning duration accommodates large ephemeris errors 
based on poor gravity field knowledge early in the orbiting mission. 
As mapping progresses, the short planning cycle enables the 
adjustment of data collection profiles to avoid redundant coverage 
or recover observation opportunities lost due to telecom link 
outages, spacecraft engineering events (e.g., OTMs), or safing 
events. Routine engineering activities such as OTMs, reaction 
wheel momentum desaturation, and health and safety activities will 
be planned and uplinked to the orbiter on a weekly basis, coinciding 
with mapping sequence uploads. 

Develop process that minimizes the 
number of planning iterations, bounds 
time allocated to planning each significant 
event, and incorporates the principle of 
“good enough”. 

§4.6.6.1 Coordinated target observations will be selected, by ground 
software, for one to two day planning cycles. Only targets predicted 
to pass under the nadir track of the orbiter will be considered for 
selection. 

§4.10 Integrated sequencing tools enable fault recovery while maintaining 
optimal science collection. 

Science/ 
Mission 
Operations 

Develop an integrated planning and 
sequencing tool based on model-based 
engineering and state analysis that would 
be used throughout the project lifecycle. §4.6.4 Model based engineering and state analysis tools to be used from 

concept development through operations 
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Category Lesson Learned 

OPFM 
Report 
Section Additional OPFM Specifics or Comments 

§4.6.4 Integrated spacecraft state analysis tool that enables fewer people 
to safely operate the spacecraft; Planning tools shall support early 
design and operations development 

Incorporate information management 
systems (i.e., CIMS) for entire team’s 
remote access to planning products, 
telemetry, command sequences, and 
action item tracking.  

§4.6.4 The Mission Operations System design and implementation 
includes a rich online collaboration system to support remote 
planning and operations support 

§4.6.4 Treat all trades (spacecraft, operations, science, etc.) as mission 
trades to work toward best cost/risk for the overall mission (rather 
than optimizing an element and adding significant cost/risk to 
another without making the conscious trade).  

Have a PI set priorities. Have ground 
system and planners implement those 
priorities and optimize supporting 
processes as needed. 

§D.2.1 Project System Engineer will continue into Phase E to ensure that a 
strong trade process is in place and executed. 

§4.4.4.1 JEO will have 3 primary system testbeds: 1 single-string and 2 
dual-string. The Mission System Testbed (MSTB) is a dual-string 
high-fidelity testbed that is dedicated to mission system tests, 
operations, and science planning in Phase E. 

Incorporate resource modeling and flight 
constraints models in early in planning 
process for early identification of 
problems. Permit science planners access 
to models of similar fidelity as what MOC 
uses for end validation. Make accessible 
to distributed team.  

§4.6.4 Spacecraft analysis tools used by mission planners and system 
analysts made available to science teams (early) to ensure all 
players are using the same tools when planning 

Incorporation of flight system faster than 
real-time software models for resource 
and constraints checking (i.e., SoftSim or 
Statesim). 

§4.4.4.1 A high fidelity model-based flight software simulation capability (S-
Sim) is baselined. 

Adoption of unattended pass operations 
for non command passes. Limit number of 
command passes. Rely on automated 
limits and alarms checking versus manual, 
by FC or ACE.  

Future 
Study 

The current JEO Study is too early in the development process to 
define this level of detail of ground system operations. The 
technology required to implement this recommendation is readily 
available, but will likely improve by the time the JEO ground system 
will be designed and implemented. 

Unattended (automatic) radiation of non 
critical commands  

Future 
Study 

JEO will implement the best proven operational practices available 
at the time, working within the project's accepted risk posture. 

§4.6.4.3 
§4.6.7 

Recent experience from MRO and MER has shown that rapid data 
delivery and quick look processing as well as rapid decision making 
and activity planning are possible for the planning schedules 
needed by JEO. 

Streamlined process for late knowledge 
updates including ephemeris and time 
shifts. 

§4.6.4.3 
§4.6.7 

MER has shown that one day turn around of science products to 
next day activity plans is possible over mission lifetimes as long as 
or longer than JEO’s.  

Ground 
System 
Interfaces 

Consider incorporating real-time 
automated assessment tools and post 
event trending tools (i.e., MRO).  

Future 
Study 

JEO will implement the best proven operational tools available at 
the time, leveraging those previously used on past missions in a 
cost effective manner. 

Adopt logical testing steps with software 
tools catching problems upstream (with 
faster than real-time software) of more 
sophisticated (real-time hardware) 
simulations downstream. 

§4.4.4 JEO will verify and validate the mission system to ensure it meets 
specifications and is capable of accomplishing the science 
objectives. A combination of system analysis, modeling and 
simulation tools, engineering development unit hardware and 
testbeds, flight software testbeds utilizing simulations and 
engineering model (EM) hardware, flight system 
functional/environmental testing ATLO and readiness tests will be 
used. 

§4.4.4.1 Simulators will be built to allow for interchangeability between 
software models and hardware EMs in the “hardware-in-the-loop” 
testbeds in such a way that is transparent to the flight software. 
This will enable the ability to use the same test scripts whenever 
the testbed models are interchanged with EMs. 

Incorporate software tools, scripts, to aid 
in H/W simulator setup and configuration 
control using planning system inputs for 
starting conditions. Use checkpoint and 
restart process for H/W simulations. 

§4.4.4.1 The simulation environment interfaces and procedures will be 
compatible with those of the hardware testbeds. 

Testing and 
Evaluation 

Automate syncing of S/W sim (and H/W 
sim tools) with flight for proper 
configuration control. Perform periodic 
audits. 

Future 
Study 

The current JEO Study is too early in the development process to 
define this level of detail.  
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Category Lesson Learned 

OPFM 
Report 
Section Additional OPFM Specifics or Comments 

Incorporate tools for post simulation data 
processing and distribution - reduce labor 
and time requirements. 

Future 
Study 

The current JEO Study is too early in the development process to 
define this level of detail.  

For geographically distributed team 
members, provide easy access to data for 
each reviewer. (i.e., MRO has web based 
results outside flight ops network) 

Future 
Study 

JEO will implement the best proven practices available at the time, 
leveraging those previously used on past missions (e.g., Cassini, 
MSGR, and MRO) in a cost effective manner. 

Have good validation of software 
simulators so they can be used in place of 
hardware simulators. Incorporate fidelity 
into software models match hardware 
simulations as closely (and quickly) as 
possible. 

§4.4.4.1 There will be a simulation environment that can off-load the 
hardware-in-the-loop testbeds as well as using the EM integration 
effort to help enhance evaluation of model fidelity. 

Use real-time simulators by exception 
(only as needed), faster than real-time 
software for all nominal operations. 
Ensure adequate numbers and fidelity of 
real-time hardware simulators during each 
phase of the mission. 

§4.4.4.1 Only the MSTB will have hardware versions of the engineering 
subsystems; they will be simulated on the other testbeds. The 
MSTB can utilize either software or hardware versions of the 
engineering subsystems. 
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K.2 Mission Operations Lessons Learned Study for The Next Outer Planets Flagship Mission 
(OPFM) 
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Figure K.2-1. Mission ops team size vs. average mission complexity. 

K.2.1 Executive Summary 
As an effort to reduce operations costs as-

sociated with the next Outer Planets Flagship 
Mission (OPFM), Jet Propulsion Laboratory 
(JPL) tasked the Johns Hopkins University 
Applied Physics Laboratory (JHU/APL) to 
lead a study of the Cassini mission operation 
cost drivers and those of other planetary space 
missions, including two missions currently 
operated at APL, MESSENGER and New 
Horizons, and JPL’s Mars Reconnaissance 
Orbiter.  

The study team derived a comprehensive 
list of space mission operations costs drivers 
and through the evaluation of each mission 
and found the following to be the top cost 
drivers: 

a. Mission architecture: Includes mission 
trajectory, type, duration, number of 
flybys or gravity assist maneuvers.  

b. Management and project organization: 
Considers organization structure, geo-
graphical boundaries, and organization 
conduct. 

c. Flight system interfaces:  
Systems: Includes number of flight ve-
hicles, system redundancy, complexity 
of fault protection systems, number of 
engineering calibrations.  
Guidance and control system design: 
sensors, actuators, control modes, point-
ing constraints and accuracy, momen-
tum management scheme, number of 

tunable parameters, articulating mecha-
nisms. 
Command and data handling: Number 
of fight software applications, stored 
command management or scripting ca-
pabilities, type of data recorder, data 
storage margin, memory margin for 
commands, number of tunable parame-
ters, data identification and tracking. 
Payload: Number and type of instru-
ments, degree to which instrument 
processor interfaces and capability, 
number of instrument mechanisms.  

d. Science operations: Includes science 
mission duration, science team struc-
ture, number of interfaces between in-
strument teams, number and density of 
science observations, type of observa-
tions, level of post launch science op-
erations development, instrument data 
volume, data latency requirements, 
number of instrument and calibration 
and maintenance operations, data qual-
ity requirements. 

Each of the missions studied were charac-
terized for their relative complexity in each of 
the above major categories and other minor 
ones, and compared against the actual (or 
planned, where applicable) staffing levels of 
each mission at key mission phases. The re-
sults of this analysis are charted in Figure 
K.2-1. 

This plot shows New Horizons, MRO, and 
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MESSENGER are relatively near each other 
on the complexity vs. cost grid, while Cassini 
is in a region on its own in terms of both com-
plexity and cost. A least squares fit of the four 
data points is shown as a blue line, the green 
line an exponential fit. Both CAS and NH are 
above the linear fit while MSGR and MRO are 
both below it indicating they may be the most 
efficient of the four operations. MESSENGER 
falls the furthest below.  

A least squares fit of the MRO, 
MESSENGER, and New Horizons data points 
is shown as the red line. While one would not 
expect a simple linear increase in cost as com-
plexity rises significantly (complexity across 
systems can have a compounding affect) it can 
serve as a guide for the lower bound of the 
expected cost increase. Conversely, the expo-
nential fit to actual costs, including Cassini 
(green line) can serve as an upper bound for 
expected operations cost.  

The study’s most valuable end product is 
the numerous, tangible recommendations for 
reducing the cost and complexity for future 
space operations, including the next OPF. 
Recommendations are described in detail in 
§K.5 and organized by cost driver categories: 
• Mission Design/Architecture 
• Management and Organization 
• Flight Systems Interfaces 
• Science Operations 
• Ground System Interfaces 
• Testing and Validation 

Many are based on successful approaches 
utilized on the missions under study. Applica-
tion of those recommendations to the devel-
opment and operations phases will permit 
future operations to be conducted in a signifi-
cantly more efficient manner. 
K.2.2 Introduction  

In December 2007, NASA’s Planetary Sci-
ence Division announced its intent to conduct 
Phase-2 studies for the next OPFM. JPL held 
the overall responsibility to conduct the asso-
ciated OPF Phase-2 studies for Titan and 
Europa destined missions. One of the several 
tasks identified in the Statement of Work from 
NASA was to perform a Mission Operations 
Lessons Learned Study (referred to here on as 
the LL Study) with special focus on Phase E 
cost drivers and operations. The intent of the 
LL Study was to safely lower Phase E opera-

tions costs from those traditional to this class 
of mission. Mark Holdridge (APL) led the 
study with a team formed from several institu-
tions, including APL, JPL, and ARC. Conse-
quently, a LL Study was kicked-off in late 
February 2008 and given the following task: 

 
“Capture relevant lessons learned from the 
past and present operational missions, in-
cluding Cassini, in the area of Phase E cost 
drivers and operations. Document the col-
lective experience base of both APL and 
JPL from a variety of missions conducted 
by the two Centers that covers a spectrum 
of mission complexity and implementation 
modes such as Cassini, MESSENGER, 
STEREO, New Horizon and MRO . Exam-
ine the implementation approach of rele-
vant missions in the areas of GDS, MOS, 
Science Operations Systems, and 
flight/ground functionality and performance 
allocation. Identify the cost drivers and as-
sess related risk postures. Provide briefing 
to the MOS/GDS/Science Center task of the 
EJSM and TSSM OPF teams in those areas 
addressing cost, performance and risk and 
recommendations for approaches to mini-
mizing cost. Document results in a written 
report. Provide write-up to the final Mis-
sion Concept Report.” 
 
The joint JPL/APL/ARC study team con-

sisted of experienced deep space mission 
planners, operations leads, and analysts 
knowledgeable of APL’s planetary mission 
operations and of JPL’s Cassini and Mars 
Reconnaissance Orbiter (MRO) operations 
processes; where additional information was 
needed, the LL study team sought it from the 
mission team. The study proceeded with the 
following subtasks identified to reach the goals 
of the study: 
Study Plan 

1. Develop a set of space mission opera-
tions cost drivers and organize into ma-
jor categories and subcategories 

2. For each cost driver category, define 
measurables that can be used to assess 
the degree to which each driver affects 
each operation. Define any supplemen-
tal information also needed to character-
ize each mission.  
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3. Interview each operation under study 
(Cassini, MRO, New Horizons, and 
MESSENGER) and obtain metrics and 
supporting information that characterize 
each operation and measure its com-
plexity or difficulty level related to each 
cost driver and to each other. 

4. Compile MO&GDS staffing levels for 
each mission, pre- and post-launch, by 
similar WBS elements. 

5. Data Analysis and recommendations.  
5.1. Review all mission characteristics 

and compare and contrast each op-
eration in terms of relative com-
plexity and associated cost (staff-
ing) 

5.2. Identify those cost drivers that had 
the most affect on each operation. 

5.3. Develop a set of recommendations 
designed to lower total mission op-
erations (and total mission) costs 
for next OPF mission. 

Despite being included in the task state-
ment, time and resource limitations precluded 
the team assessing relative risk postures and 
comparisons of each missions risk stance. 
While this alone did not affect identification of 
efficient operations techniques, it prohibited 
qualifying actual mission costs in terms of its 
risk stance.  

It should be noted that many of the indi-
viduals supporting the LL Study have also 
worked on the missions under study (expedit-
ing the data collection process) and some were 
serving in systems engineering related capaci-
ties on the either or both the Titan or Europa 
OPF study teams, thereby facilitating the 
transfer of lessons learned to the respective 
design efforts. 
K.2.3 Mission Operations and Ground Data 

System Cost Drivers  
The LL Study Team formulated a list of ma-

jor categories of space mission cost drivers 
and expanded each to formulate a complete 
criteria by which operations can be evaluated 
and relative complexities assessed.  

A summary of the major cost drivers identi-
fied and associated measurables are included 
below. Each operation was assessed individu-
ally using these criteria.  

a. Mission architecture: Includes mission 
trajectory, type, duration, number of 
flybys or gravity assist maneuvers.  

b. Management and project organization: 
Considers organization structure, geo-
graphical boundaries, organization con-
duct. 

c. Flight system interfaces:  
• Systems: Includes number of flight 

vehicles, system redundancy, com-
plexity of fault protection systems, 
number of engineering calibrations. 
Also includes operations complexity 
of each spacecraft subsystem.  

• Guidance and Control System De-
sign: sensors, actuators, control 
modes, pointing constraints and ac-
curacy, momentum management 
scheme, number of tunable parame-
ters, articulating mechanisms. 

• Power System Design: power system 
margin, energy management com-
plexity, power generation (solar vs. 
nuclear). 

• Propulsion System Design: propel-
lant margins, operations constraints 
limitations, propulsion type (mono, 
bi-prop, hybrid, Ion), couple vs. de-
coupled thrusters. 

• Thermal System Design: number of 
thermal constraints to be managed by 
operations team, level of onboard 
thermal control automation, special 
data analysis or planning tools re-
quired. 

• Command and data handling: Num-
ber of flight software applications, 
stored command management or 
scripting capabilities, type of data re-
corder (volatile vs. non-volatile, use 
of file system or other onboard data 
management techniques, including 
CFDP), data storage margin, mem-
ory margin for commands, number 
of tunable parameters, data identifi-
cation and tracking. 

• Communications: Downlink band-
width requirements and overall mar-
gins, number of supported data rates, 
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ability to add new data rates in phase 
E, relay or multi-vehicle communi-
cations, fixed or gamble antennas, 
radiometric tracking requirements. 

• Payload: Number and type of in-
struments, degree to which instru-
ment processor interfaces and capa-
bility vary, number of instrument 
mechanisms.  

d. Science operations: Includes science 
mission duration, science team struc-
ture, number of interfaces between in-
strument teams, number and density of 
science observations, type of observa-
tions, level of post launch science op-
erations development, instrument data 
volume, data latency requirements, 
number of instrument and calibration 
and maintenance operations, data qual-
ity requirements. 

e. Ground systems interfaces: Sizing of 
S/W maintenance and enhancement ef-
fort, centralized or distributed data 
processing and distribution centers, 
standard vs. specialized data products, 
heritage of ground system, hardware 
simulator number and fidelity, number 
and type of workstations,  
• Mission planning: Level of automa-

tion and special S/W tools, number 
and type of flight constraints, re-
source constraints and margin avail-
ability, level of command block re-
use, onboard sequencing capabilities 
(use of onboard macros, event driven 
commanding …), command se-
quence planning process and number 
of iterations.  

• Mission control: Level of automation 
of real-time flight control operations 
for both assessment and command-
ing functions, density of DSN sup-
ports required, number of contingen-
cies to plan for. 

• Mission assessment: Level of auto-
mation of trending and assessment 
tools, data trending and review re-
quirements. 

f. Testing and validation: Includes ease of 
systems to validate command sequences 
early in sequence development process, 

level of scripting or automation in con-
figuring and operating test environment 
and assessing test results. Extent to 
which real-time (hardware) simulators 
used vs. faster than real-time (software) 
simulators. 

Separate evaluations of each mission’s 
complexity relative to the above cost drivers 
can be found in the upcoming sections. 
K.2.3.1 MRO Mission Summary and Primary Cost 

Drivers 
K.2.3.1.1 Mission Summary 

The Mars Reconnaissance Orbiter (MRO) 
was launched on August 12, 2005 on an Atlas 
V401 launch vehicle from Cape Canaveral Air 
Force Station and arrived at Mars on March 
10, 2006. MRO carries a rich set of science 
instruments to Mars to survey the global and 
regional aspects of mars in addition to special 
targeted observations. There is also a set of 
engineering instruments providing optical 
navigation, Ka-band telecommunication and 
ultra-high frequency (UHF) relay services.  

After a seven-month interplanetary cruise, 
MRO was captured into a 35.5-hour orbit 
around Mars. On March 23, 2006 MRO began 
its aerobraking phase and reduced its orbital 
time to less than two hours to reach the desired 
ascending node time of 3:00 pm Mars Local 
Time. Due to its orbit geometry and science 
requirements, the MRO aerobraking period 
involved 5 months of highly intensive opera-
tions period.  

In August 2006 after successfully complet-
ing the aerobraking phase, a set of maneuvers 
were conducted to finalize the Primary Science 
Orbit (PSO). A set of transition activities were 
carried out, including engineering and science 
instrument calibrations and a weeks worth of 
“science practice” just prior to solar conjunc-
tion. During the 2-year primary science phase 
MRO will return at least 34 Tb of science data 
and a maximum of over 200 Mb per day. MRO 
will collect most of its science data in a con-
stant nadir pointing mode, however, high 
resolution targeted data at angles of up to 
30 deg off-nadir will be collected up to twice 
per orbit.  
K.2.3.1.2 MRO Primary Cost Drivers 
Management and Project Organization 

The MRO team is comprised of six organi-
zations: JPL (which manages MRO), Lock-



JUPITER EUROPA ORBITER MISSION STUDY 2008: FINAL REPORT 30 JANUARY 2009 
APPENDIX K—MISSION OPERATIONS LESSONS LEARNED STUDY TASK ORDER #NM0710851 

Subject to NASA/ESA approval. 

K.2-6 

heed Martin Space Systems, Applied Physics 
Lab, University of Arizona, Malin Space 
Science System, and the Italian Space Agency 
(ASI). Together this comprises a total of 
twelve teams during the post-launch phase. 
The majority of mission operations teams are 
co-located at JPL and at LMSS in Denver, 
Colorado. Science operations teams are lo-
cated throughout the country and with the 
cooperation of ASI.  

Some orbiter mission operations team 
members, tools and services are shared across 
projects in a multi-mission organization lo-
cated at both JPL and LMSS. This sharing of 
infrastructure and workforce offsets potential 
cost increases due to distributed operations.  

Orbital operations requirements translated 
into two parallel teams where one worked on 
the three-shift a day aerobraking operations 
and the other worked on the planning, devel-
opment and testing activities. 
Flight System Interfaces 

The MRO spacecraft is single fault tolerant 
with most orbiter subsystems block redundant 
and cross-strapped. Attitude control is 3-axis 
stabilized with high precision pointing and 
fully gimbaled solar arrays and high gain 
antenna. The flight computer is a RAD 750 
flight processor with ample memory resources 
and high throughput components for a 
throughput margin of ∼70%. A series of on-
board software constraints and compression 
and formatting processes assure high through-
put rates and isolation of instrument command 
and flight software errors to single instrument 
data streams. The science data collected is 
stored in the 160 Gb on-board solid state 
recorder (SSR). The SSR is formatted as a 
high speed raw data input buffer and a large 
storage location for formatted data awaiting 
downlink.  

MRO communicates with Earth via the 
DSN at a large variety of rates up to 6 Mbps 
and utilizes either Reed-Solomon or Turbo 
encoding schemes. MRO downlink also util-
izes the CCSDS File Delivery Protocol 
(CFDP) to help identify data gaps and facili-
tate retransmission if needed. With the current 
Deep Space Network (DSN) contact schedule 
of 19 eight-hour tracks per week, the Baseline 
mission plan is for MRO to return 34 Tb of 
raw science data during the two-year primary 
science phase. 

Eight scientific and two engineering inves-
tigations were selected by NASA. Four sci-
ence investigations are led by Principal Inves-
tigators (PI) with PI provided instruments, two 
use facility instruments and have appointed 
team leads, and two are investigations led by 
PIs that make use of engineering systems on 
the orbiter. In addition, two engineering dem-
onstrations, led by PIs and a UHF relay radio 
system are included as payloads.  

The payloads are: 
• Mars Color Imager (MARCI)—PI provided 
• Mars Climate Sounder (MCS)—PI pro-

vided 
• High Resolution Imaging Science Experi-

ment (HiRISE)—PI provided 
• Compact Reconnaissance Imaging Spec-

trometer for Mars (CRISM)—PI provided 
• Context Imager, (CTX)—facility instru-

ment with appointed team lead 
• Shallow (Subsurface) Radar, (SHARAD)—

The Italian Space Agency (ASI) provided 
this facility instrument. The SHARAD in-
vestigation team includes members from 
both ASI and NASA. 

• Gravity Science Investigation—PI led, uses 
orbiter telecom system 

• Atmospheric Structure Facility Investiga-
tion—PI led using accelerometers and other 
orbiter telemetry during aerobraking. 

• Optical Navigation (Camera)—PI led, 
operated during cruise phase only 

• Ka-band Telecommunication demonstra-
tion—PI led, demonstrated in cruise phase, 
partial failure prevents prime mission op-
erations 

• Electra, UHF communications and naviga-
tion package—operated by orbiter opera-
tions teams in support of Mars surface mis-
sions. 

Ground Systems Interfaces 
The MRO ground system functions are 

provided by the following organizations:  
• Deep Space Network—DSN provides the 

data capture and command delivery func-
tions. Data capture functions include not 
only the traditional telemetry processing 
such as frame sync and packet extraction 
but also the CFDP processing. 

• Multi-mission Ground System Services—
MGSS provides telemetry display and 
channel processing, sequence generation 
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and science data server for raw data distri-
bution, and navigation software. 

• MRO project—MRO provides facilities at 
JPL and LMSS. These include unique sci-
ence target planning software, spacecraft 
performance and analysis software; and 
multi-mission software adapted to support 
MRO ATLO activities. In addition, MRO 
provides hardware procurement and instal-
lation, and integration of the software and 
hardware into an operable system. 

• Science teams—Each science team pro-
vides facilities, software, and hardware for 
their own command generation and stan-
dard and special data processing.  

Mission Operations 
The MRO mission operations system (in-

cluding the ground data system) is developed 
and managed by JPL across the distributed 
organizations. During the development phase 
the Mission Operations System provides: 
system engineering, including both MOS and 
GDS system engineering functions and coor-
dination of the flight teams and data system 
development activities; MOS team develop-
ment for all the flight and science teams during 
phase E; and data system development func-
tions in support of flight and science team 
needs 

During the operations phase the organiza-
tion is structured into teams which cover all 
aspects of a flight project. Teams include the 
Flight Engineering Team (at both JPL and 
LMSS), Mission Planning and Sequencing 
Team, Navigation team, Science Operations 
Teams (at JPL and remote sites), and the 
Ground Data System team. Additionally, a 
Chief Engineer is appointed to coordinate all 
system engineering operations as well as lead 
anomaly responses. 
Science Operations 

During the Primary Science Phase (PSP), 
the MRO operations teams were presented 
with two major challenges—unprecedented 
high data rate and data volumes, and complex 
science planning and resource sharing. Each of 
the science instruments had its unique re-
quirements for global mapping, regional sur-
vey, and targeted observations. Some instru-
ments preferred nadir-only observations, while 
others required off-nadir observations (espe-
cially for stereo viewing). The requirements 

from these instruments presented a significant 
challenge for the design of a complex science 
planning and resource allocation process. In 
addition, because of the high resolution in-
struments, the process for maintaining required 
navigation accuracy was challenging. 

MRO science operations are conducted in 
two parts. The teams, either individually or in 
cooperation with other teams, select their off 
nadir and coordinated target observations. The 
Payload Operations Support Team at JPL, 
following predefined procedures, integrates 
the science team observation requests to pro-
duce a combined and conflict free list of tar-
gets. The target list is uplinked to the orbiter 
for ephemeris based timing and pointing exe-
cution. Each instrument team provides all of 
its own command sequences and routes them 
to the orbiter via automated uplink processes. 
The teams use their remaining observation 
time and data resources to build non-targeted, 
nadir based observation sequences that are sent 
to the orbiter as needed.  
Cost Driver/Mitigators Summary 
• Complex resource allocation for pointing 

and data volume is a significant driver miti-
gated by on-board ephemeris based timing 
and pointing, and by centralized coordina-
tion and allocation of pointing and data re-
sources. 

• Extremely large data volumes drive cost by 
allowing large numbers of observations by 
a large and complex payload and by the 
need for high volume data processing and 
distribution systems. 

• The large numbers of observations are 
mitigated by the allocation and coordination 
processes. 

• The data processing and distribution costs 
remain high but are mitigated in part by 
common raw data distribution methods and 
legacy systems for some instruments. 

K.2.3.2 Cassini Mission Summary and Primary 
Cost Drivers 

K.2.3.2.1 Mission Summary  
The Cassini mission to Saturn, a joint en-

deavor of NASA, the European Space Agency 
and the Italian Space Agency is a flagship 
mission to orbit the Saturnian system carrying 
a diverse set of 12 science investigations. Also 
onboard Cassini is a scientific probe called 
Huygens that was released from the main 
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spacecraft to parachute through the atmosphere 
to the surface of Saturn’s largest and most 
interesting moon, Titan, which is shrouded by 
an opaque atmosphere. Titan’s atmosphere 
includes organic compounds leading scientists 
to believe that the moon may be like a frozen 
vault of conditions similar to those on Earth 
before life began. The Cassini orbiter also uses 
imaging radar to map Titan’s surface. 

Launched in 1997, Cassini’s interplanetary 
trajectory took 7 years to reach Saturn, includ-
ing two gravity assists from Venus and one 
from Earth. The prime mission of 4 years 
included 45 encounters with Titan, 9 with icy 
satellites, 74 Saturn periapses as well ring 
crossings. The extended mission, which will 
be starting in 2009, will provide additional 
flybys of Titan (26), icy satellites (9), and 
Saturn periapsis and ring crossings (59).  
K.2.3.2.2 Cassini Primary Cost Drivers 

It should be recognized that Cassini, as a 
flagship mission, is the most complex mission 
architecture out of the four studied. The in-situ 
ESA Probe accommodation, multiple of flybys 
and ring crossings and duration of the science 
mission is significantly more operationally 
demanding than the other missions being 
analyzed in this study.  
Management and Project Organization 

The Cassini management is co-located at 
JPL, with eight remote science team participat-
ing, including one international one. Details of 
the various remote operations sites are listed in 
the Science Operations section below. Since 
Cassini is a directed flagship mission, the 
science investigations were selected via NASA 
AO. There are 12 instrument PIs and interdis-
ciplinary science investigations. They each 
have specific mission objectives to meet but 
need to work closely together given the inter-
active nature of the operations. This requires 
extensive meetings to agree on negotiated 
activities and priorities for each event.  

The operations teams include Spacecraft 
Operations (SCO), Navigation, Science & 
Uplink (SP and ULO) and Mission Support & 
Services (MSS). There is no mission manager; 
the team chiefs carry those responsibilities. 

Finally, having a large budget encouraged 
doing many new things to improve the GDS 
and project development process that usually 
translated into greater costs. The larger budget 

also drove a need to have greater oversight that 
has its own increased cost. 
Flight System Interfaces 

Cassini is a three-axis stabilized spacecraft 
outfitted with 12 diverse science investiga-
tions. The instruments often have multiple 
functions, equipped to thoroughly investigate 
all the important elements of the Saturnian 
system. Cassini’s remote sensing instruments 
provide data for global studies of Saturn’s 
atmospheric temperatures, clouds, and compo-
sition, as well as studies of Saturn’s rings and 
its many natural satellites.  

The spacecraft communicates through 
body-fixed antennas: one high-gain and two 
low-gain, and is powered by three Radioiso-
tope Thermoelectric Generators (RTGs) pro-
viding ∼700 W at the end of prime mission. 
The Attitude Control Subsystem (ACS) uses 
three Inertial Reference Units (IRUs) and a 
Stellar Reference Unit (SRU), or star tracker, 
to determine both the spacecraft’s position and 
orientation. Reaction Wheel Assemblies 
(RWAs) are one of the two systems used to 
provide pointing control of the spacecraft in 
flight (with the thrusters of the Propulsion 
Module Subsystem as the other). The thrusters, 
along with a main engine, also perform orbit 
trim maneuvers (OTMs) to keep Cassini fol-
lowing the chosen trajectory around Saturn.  

The science instruments are all body-
mounted; a scan platform was deleted as a 
cost-saving measure during spacecraft design 
and integration. Thus the entire spacecraft 
must be rotated for any one instrument to 
achieve a desired pointing attitude, and also to 
point the high gain antenna at Earth for com-
munications. Data taken by the instruments is 
stored on two solid-state recorders (SSR), with 
a total capacity of 4.6 gigabits. The spacecraft 
utilizes the Deep Space Network to downlink, 
on average, over one gigabit of data daily. 

Several significant design features drive 
Cassini’s operations cost. Some of these are 
unique to the mission and the circumstance of 
the mission, but some are lessons that are 
applicable to future missions, such as the 
Outer Planets Flagship mission. This summary 
will highlight both. 

The spacecraft was not designed for maxi-
mum operability. One of the key design cost 
drivers on Cassini is the fact that all 12 of the 
instruments and high gain antenna are body 
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fixed. While some of the collaborating instru-
ments are mounted to observe simultaneously 
(for example, the optical remote sensing 
[ORS] instruments are co-boresighted, along 
with the Radar), there are still the fields and 
particle instruments that require different look 
directions and the HGA that needs to point 
toward Earth during daily downlink DSN 
passes. In addition, the ORS observations also 
require scan modes and mosaics by spacecraft 
pointing that conflict with each other.  

Further complicating the already involved 
planning for spacecraft pointing, the reaction 
wheel usage for each science observation 
activity must be analyzed by special tools for 
potential RWA degradation, and steps in the 
planning process have been added for the turn 
profiling evaluation. That analysis feeds back 
into the observation design, which is then 
reworked with the science planning teams as 
necessary in order to maintain a sustainable 
science and engineering performance.  

Another design impact on operations has 
been the uncoupled thrusters. Every time 
thrusters are fired, including the routine RWA 
unloadings, the Navigation team has to model 
and measure the resulting ΔV in its orbit de-
termination. Again, special analysis tools and 
steps in operations have been developed to 
accommodate this design implementation. 
Unplanned ΔV increases the Navigation 
Team’s workload. 

The 2.3 Gb mass memory storage element, 
a solid-state recorder, does not have a file 
system. Science data accounting was labor 
intensive due to the memory architecture 
(which was typical of the architectures of the 
time for spacecraft). While this design feature 
has not significantly increased the size of the 
team, the data management on Cassini compli-
cates the operations and adds to the process of 
planning and integrating a sequence. 
Science Operations 

On a typical day in the Cassini tour, the 
spacecraft collects science data for 15 hours by 
orienting the spacecraft at a variety of targets. 
One instrument at a time dictates the pointing 
of the spacecraft, and other instruments may 
“ride along” and collect data at the same time. 
Collaborative data collection is often negoti-
ated between the science teams. The remaining 
9 hours is spent in one block on Earth-point, 
downlinking the data. Control of the spacecraft 

is done, for the most part, from autonomous 
sequences stored onboard the spacecraft. 
Spacecraft sequencing uses a combination of 
centralized commands (for control of the 
system level resources) and instrument com-
mands to conduct activities and maintain the 
health and safety of the spacecraft. The space-
craft is flown with sufficient margins to allow 
the instruments to operate fairly independently 
from each other, and with a minimum of real-
time ground intervention. 

The operation of the Cassini spacecraft is 
centered at the JPL in Pasadena, California. 
The Huygens Titan Probe was operated from 
the Huygens Probe Operations Centre in 
Darmstadt, Germany. The Cassini mission 
planning, real-time operations, science plan-
ning/sequence integration, navigation, and 
spacecraft operations teams, as well as the 
program management, are co-located at JPL. 
The science teams are led using a distributed 
operations structure to allow scientists to 
operate their instruments from their home 
institutions, which are spread across different 
states and even different countries. Cassini 
instruments that serve multiple investigations 
are called facility instruments. Facility instru-
ments were provided by JPL, NASA Goddard 
Space Flight Center or by ASI. A JPL team 
called the instrument operations (IO) team 
operates the facility instruments, except for 
INMS. Instruments that serve individual inves-
tigations are provided and operated by a Prin-
cipal Investigator (the INMS is operated like a 
Principal Investigator instrument). For teams 
not resident at JPL, an Investigation Scientist 
or dedicated member of the Instrument Opera-
tions team assists in timely production and 
review of sequence products. A list of the 
remote ops team sites: 
• JPL: RSS, RADAR, Science Planning, 

Mission Planning, Uplink Ops, S/C ops, 
Navigation, IO, Management 

• Boulder, CO: ISS, UVIS 
• Tuscon, AZ: VIMS 
• San Antonio, TX: CAPS 
• Iowa City, IA: RPWS 
• Ann Arbor, MI: INMS 
• Maryland: CIRS, MIMI 
• London, UK: MAG 
• Germany: CDA, Huygens 
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Distributed operations places observing de-
cisions, including generation of instrument 
internal subsequences, in the hands of the 
science teams. The implementation of distrib-
uted operations for the Cassini mission is 
achieved through computers, computer-
resident software and communication lines 
provided by JPL to the remote sites, as well as 
science participation in the uplink (mission 
planning, sequence development) and 
downlink (Principal Investigator instrument 
health monitoring) processes. Cassini uses 
virtual teams for mission planning and se-
quence development. These teams bring to-
gether people for the development of a given 
product. The product generation for a particu-
lar sequence block (covering 4 weeks of activ-
ity, typically) takes ∼20 weeks to generate, 
requiring multiple virtual teams to be working 
at any one given time. Also, science data 
accounting was labor intensive due to the 
memory architecture (which was typical of the 
architectures of the time for spacecraft). 

Instrument development for operability 
plays a key role in cost of science operations. 
Some areas that Cassini instruments could 
have improved for better ease of operations: 
1) more complete development of instrument 
flight rules before launch so that the operations 
team can more realistically plan activities 
beforehand, 2) better instrument accommo-
dation to minimize impacts on the operations 
of the other instruments, e.g., radiator place-
ment. Areas that Cassini instruments did pro-
vide for operability include: 1) data compres-
sion internal to instrument for a cleaner 
interface between the spacecraft team and the 
instrument team, 2) some of the instruments 
have internal sequencing memory for storing 
instrument commands for the upcoming se-
quence to further decouple themselves from 
spacecraft resource management, and 3) for 
real-time non-interactive instrument com-
mands, some of the instrument can also bypass 
the sequencing process by using the ASP tool. 
Ground System Interfaces 

Cassini is the earliest of the 4 missions 
studied in this report, with Phase B starting in 
1989, with capabilities and technologies of 
that time. Many of the capabilities now used in 
more recent missions such as MRO, MER, 
MESSENGER and New Horizons were not 
available when Cassini was being designed 

and implemented. Although some features, 
such as web-based tools have been incorpo-
rated, the Cassini design largely reflects dec-
ade-old systems and architectures.  

Many of the ground software planning tools 
were immature or unavailable at the start of 
the science planning for the prime mission. 
This resulted in homegrown tool development 
at the instrument sites and across the ops 
teams. System engineering of these types of 
ground software tools were lacking without 
sufficient resources need to be applied to 
Phase C development, so that the tools are not 
integrated and require the responsible teams to 
run them. Streamlining the tools, teams, and 
processes then becomes difficult. This led to 
accommodating remote operations with some 
attempt to standardize the interfaces but still 
enabling the science teams to work with their 
own tools. Allowing the science teams to use 
their own tools turned out to create additional 
problems; during science planning the teams 
using different tools produced differing results 
for the same spacecraft activities these con-
flicts then required additional analysis and 
reconciliation by the spacecraft and planning 
teams. 

All of these issues (Spacecraft operability, 
ground system, and science operations) are a 
key part of the reasons why the uplink process 
takes 22 weeks prime mission (26 weeks in 
extended mission when new mission plans are 
in place) to develop a 4-week sequence of 
activities. This process requires that at any one 
time there are at least 5 sequence blocks being 
developed at various stages of definition each 
with a dedicated team. Improvements in 
spacecraft operability, more updated and inte-
grated ground system planning and analysis 
tools, and a more cost-restrained science team 
will significantly reduce a future outer planets 
mission as compared to Cassini.  
K.2.3.3 New Horizons Mission Summary and 

Primary Cost Drivers 
K.2.3.3.1 Mission Summary 

New Horizons will be the first mission to 
perform a close-up flyby of Pluto, its moons 
including Charon, and potentially a Kuiper 
belt object. Launched on January 19, 2006, the 
New Horizons spacecraft will have a 9.5-year 
journey before reaching its closest approach 
(∼12,500 km) to Pluto on July 14, 2015. Dur-
ing the 9.5-year cruise to Pluto, a single grav-
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ity assist was performed as the spacecraft 
encountered its closest approach of Jupiter 
(∼32 Jupiter radii) on February 28 2007, a little 
more than one year after launch. This is the 
only gravity assist required during the entire 
mission. Leading up to the Jupiter Gravity 
Assist (JGA) there were only three trajectory 
correction maneuvers (TCM) required to target 
the Jupiter flyby aimpoint. There is not another 
TCM expected until the final months leading 
up to the Pluto/Charon encounter. Nine months 
out of the year the spacecraft is in hibernation 
mode with only a single beacon contact per 
week and a single telemetry contact per month. 
A single gravity assist coupled with a low 
number of TCMs and relatively large flyby 
distances has helped simplify the overall op-
eration and reduce mission risk. The ability to 
place the spacecraft in hibernation mode 
greatly reduces operational costs. 

Aspects of the mission architecture that 
most affected mission operations costs include:  
• Simple mission design profile minimizes 

number of gravity assists and TCMs, reduc-
ing operational complexity and risk 

• Spacecraft can be placed into hibernation 
mode during long cruise periods minimiz-
ing operational staffing levels and DSN 
costs 

• Single opportunity for Pluto encounter 
leaves zero tolerance for errors. Requires 
extensive planning and testing effort to en-
sure encounter sequence accuracy and ro-
bustness. 

K.2.3.3.2  New Horizons Primary Cost Drivers 
Management and Project Organization 

The New Horizons team is comprised of 
three organizations (APL, SWRI, and Kinetix) 
with a total of eight teams during the post-
launch phase. A majority of the teams are co-
located at APL in Laurel, MD, except for the 
payload and SOC teams which are located at 
SWRI in Boulder, CO and the navigation team 
which is located in Arizona. The New Hori-
zons mission is managed by a single Principal 
Investigator (PI), Alan Stern. Having only one 
PI has facilitated the management of the sci-
ence operation by providing clear guidance to 
the science teams on science observation 
priorities and science related operational is-
sues. The high level of co-location has facili-
tated the operation by making it easier to 
access key staff when needed, and minimizing 

travel requirements needed to support reviews 
and meetings. 
• Single PI lead mission. Facilitates man-

agement of the science operation, provides 
clear guidance on science priorities and 
conflict resolution. 

• Majority of teams are collocated. Allows 
quick access to key staff when needed. Pro-
vides strong, cohesive relationships 
amongst team members. Minimizes travel 
requirements. 

Flight System Interfaces 
The New Horizons spacecraft is of a small, 

agile design with both 3-axis and spin stabi-
lized control modes. 3-axis control is required 
for science operations and the spin-stabilized 
mode is used during the cruise and hibernation 
phases. The spacecraft employs redundancy 
for most components, including G&C sensors 
and actuators, major electronics, flight proces-
sors and data recorders. There are no reaction 
wheels and all spacecraft trajectory and atti-
tude control is done via thrusters. The power 
system utilizes a radioisotope thermoelectric 
generator (RTG). The thermal system is based 
on a “thermos bottle” design to maintain safe 
operating temperatures with minimal opera-
tions intervention. The science payload con-
sists of seven instruments, including Ralph 
(visible and infrared imager), Alice (UV spec-
trometer), PEPSSI (energetic particle spec-
trometer), SDC (dust counter), LORRI (long-
range imager), SWAP (solar winds and plasma 
spectrometer) and REX (radio science experi-
ment). The spacecraft uses a fixed high-gain 
and medium-gain antenna for communications 
with Earth via the DSN.  
• Small, agile design with no moving parts 

reduces operational complexity.  
• A wide range of system redundancy cou-

pled with extensive, well-designed fault 
protection simplifies operations and reduces 
mission risk.  

• Power system RTG and thermos bottle 
design simplifies operations. 

• Passive-spin stabilized design allows opera-
tion of the spacecraft in open-loop control 
mode. Allows for long-term hibernation 
mode and reduces risks for many opera-
tional activities. 

• Limited resources need to be tightly man-
aged to execute Pluto encounter (i.e., power 
margin, thruster counts, memory space, and 
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bandwidth). Significantly complicates en-
counter sequence development and execu-
tion. 

Mission Operations 
Mission operations for New Horizons is 

managed by the APL mission operations 
(MOPS) team in Laurel, MD. MOPS is re-
sponsible for all spacecraft realtime command, 
control and assessment functions. MOPS 
interfaces with the DSN to schedule and coor-
dinate realtime contacts with the spacecraft. 
MOPS is also responsible for supporting the 
mission planning process and translating 
activities from the master schedule into space-
craft command sequences. As part of this 
process MOPS is responsible for building and 
maintaining all models, constraints and docu-
mentation associated with the operation. 
MOPS also performs all software and hard-
ware simulation activities required to validate 
command sequences. MOPS interfaces with 
the spacecraft and instrument engineering 
teams, the navigation team and program man-
agement to coordinate long term planning and 
day to day operations. The mission operations 
staff was at its highest levels through launch, 
commissioning and the Jupiter flyby cam-
paign. During the nine month hibernation 
period each year, MOPS staffing is at a mini-
mum level. 
Science Operations 

The SWRI team in Boulder, CO lead by PI 
Alan Stern manages Science operations for 
New Horizons. The SWRI team defines sci-
ence observation details and priorities, pro-
vides instrument commanding details, and 
manages instrument engineering issues. For 
the Pluto/Charon encounter the science cam-
paign will span one year centered ±6 months 
around closest approach. Since there is only 
one opportunity to execute the encounter, 
extensive measures are taken to ensure se-
quence accuracy and robustness. Due to the 
long duration of the cruise phase, Pluto en-
counter planning and testing is being done 
early while the most knowledgeable staff is 
still available. There is a plan to perform at 
least two Pluto encounter rehearsals prior to 
the actual encounter in 2015. Following the 
encounter it is estimated that it will take six 
months to play back all of the science data. 
There is also an extended mission following 
the retrieval of the Pluto/Charon science data. 

During this extended mission one or more 
Kuiper belt objects may be targeted for flyby 
or distant observation. 
Ground System Interfaces 

The New Horizons ground system is based 
on extensive heritage from the NEAR, 
CONTOUR and MESSENGER programs. The 
core realtime command and telemetry system 
is the EPOCH 2000 system provided by Inte-
gral Systems Inc. (ISI). The APL software 
group also develops and maintains software to 
provide functionality not provided by the core 
EPOCH system. The New Horizons planning 
and scheduling system is based on the JPL 
suite of planning tools, SEQADAPT and 
SEQGEN. In addition, MOPS uses a contrac-
tor developed software simulator tool 
(STATESIM) to process and validate com-
mand sequences. Assessment functions are 
supported by APL developed software tools, 
engineering dump (telemetry decom) and 
Plotter (data plotting). The MOPS team also 
utilizes a high-fidelity hardware in the loop 
simulator (NHOPS) for testing. APL provides 
a secure network allowing team members to 
remotely use the ground system. The Science 
Operations Center (SOC) is located at SWRI 
and has a direct interface to the APL MOC. 
K.2.3.4 MESSENGER Mission Summary and 

Primary Cost Drivers 
K.2.3.4.1 Mission Summary 

The MErcury, Surface, Space ENviron-
ment, GEochemistry, and Ranging 
(MESSENGER) mission is a Discovery Class 
mission that will become the first spacecraft to 
orbit Mercury, the inner-most planet in our 
solar system. MESSENGER was launched on 
August 3, 2004 and will cruise through the 
solar system until March 2011, gradually 
altering its path about the Sun to more closely 
match that of Mercury until Mercury Orbit 
Insertion (MOI). Once in Mercury orbit, 
MESSENGER’s prime science mission begins 
and will continue for one Earth year (two 
Mercury solar days). The primary science goal 
of the first Mercury solar day is to obtain 
global mapping measurements from various 
instruments, while the second Mercury day 
will focus on targeted science investigations.  

Aspects of the mission architecture that 
most affected mission operations costs include: 
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• Multiple-gravity-assist trajectory with one 
Earth, two Venus, and three Mercury fly-
bys; science activities are conducted during 
each of these flybys except for Venus-1.  

• Five deterministic deep space maneuvers 
and an orbit insertion burn are required. 

• Once in Mercury orbit, a correction maneu-
ver will be required approximately every 88 
days to maintain the spacecraft’s orbital po-
sition. The timing of these maneuvers is 
critical and constrained due to the need to 
orient the sunshade to protect the main 
body of the spacecraft from direct sunlight.  

• Spacecraft momentum is controlled pas-
sively so that propulsive momentum dumps 
can be minimized and are not routinely 
planned. 

K.2.3.4.2 MESSENGER Primary Cost Drivers 
Management and Project Organization 

The Johns Hopkins University Applied 
Physics Laboratory (JHU/APL or APL) de-
signed, built, and manages MESSENGER. 
APL continues to manage spacecraft opera-
tions and the science team under the guidance 
of the Principle Investigator (PI), Sean Solo-
mon of the Carnegie Institute of Washington. 
KinetX, Inc. is part of the project team, and 
provides the mission navigation services and 
products. Applied Coherent Technology Cor-
poration (ACT) has been contracted for help 
with SOC implementation and development of 
the Planetary Data System (PDS) archive 
products. The Deep Space Network (DSN) 
provides the required ground antennas and 
communication network interfaces. 
MESSENGER averages three 8-hour tracks 
per week during cruise, with additional time 
for critical activities, and expects to have one 
8-hour track per day during orbital operations 
for two years. The MESSENGER program 
supports the typical set of NASA mission 
reviews, including formal external reviews for 
critical Phase E events, such as flybys and 
orbit insertion. Development of the orbital 
concept of operations (ConOps) and detailed 
planning were deliberately deferred until 
Phase E, including maturation of a key science 
optimization, planning and sequencing utility 
called SciBox. The spacecraft and ground 
system did have full functionality to execute 
the mission at launch, although two flight 
software loads were planned during the Cruise 

period to correct any code deficiencies or add 
desired enhancements.  

Associated cost drivers summary: 
• Single PI lead mission. Facilitates man-

agement of the science operation, provides 
clear guidance on science priorities and 
conflict resolution. 

• Majority of teams are collocated. Allows 
quick access to key staff when needed. Pro-
vides strong, cohesive relationships 
amongst team members. Minimizes travel 
requirements. 

• SOC co-located at APL along with Mission 
Operations. 

• Development of the orbital concept of 
operations (ConOps) and detailed planning 
were deliberately deferred until Phase E, 
including maturation of a key science opti-
mization, planning and sequencing utility 
called SciBox. 

Flight System Architecture 
MESSENGER is a single spacecraft mis-

sion whose critical components are block 
redundant, non-critical components are func-
tionally redundant, and has nearly-full box-
level cross-strapping. The spacecraft has three 
basic modes: Operational, Safe Hold, and 
Earth Acquisition. Additionally, the Autonomy 
subsystem has its own set of modes (test, 
cruise, MOI, and orbit) to control which pro-
tective measures are active for a given point in 
the mission. The Autonomy subsystem pro-
vides fault protection for the spacecraft 
through the implementation of a rule-based 
engine and response macros. The Guidance 
and Control (G&C) subsystem has internal 
modes that match those of the spacecraft, in 
addition to containing further subdivisions 
such as the solar arrays having three unique 
control modes. Both the Autonomy and G&C 
subsystems are managed by manipulating on-
board parameters and user-controlled options. 

The MESSENGER flight system is three-
axis controlled through the use of reaction 
wheels, two co-aligned star trackers, Sun 
sensors, IMUs, and decoupled 4.4 N and 22 N 
hydrazine thrusters. It also contains a 660 N 
engine and bi-propellant subsystem.  

The Power and Thermal subsystems were 
specially designed for the inner solar system 
(<0.7 AU), including an 8′ × 6′ ceramic-fabric 
sunshade and gallium arsenide solar panels 
that are 2/3 OSR materials. The power gener-



JUPITER EUROPA ORBITER MISSION STUDY 2008: FINAL REPORT 30 JANUARY 2009 
APPENDIX K—MISSION OPERATIONS LESSONS LEARNED STUDY TASK ORDER #NM0710851 

Subject to NASA/ESA approval. 

K.2-14 

ated by the solar arrays is inversely related to 
the Sun distance. Since the spacecraft was 
specifically designed for operations near or at 
Mercury, periods outside of 0.7 AU required 
special handling such as “flip-flopping” the 
spacecraft at farther Sun distances to allow 
direct sunlight to heat the body, conserving 
power. Throughout the mission, power/thermal 
management is required for all eclipse periods 
to maintain battery discharge current con-
straints, and during all orbital “hot-planet” 
periherm periods when thermal radiation from 
the planet can damage spacecraft components.  

MESSENGER has two main processors 
with a total of four code images (one is the 
active RAM executable) that house both the 
Command and Data Handling (C&DH) and 
G&C flight software. The autonomy software 
resides in two fault protection processors that 
have a total of four code images. The payload 
consists of nine instruments with seven indi-
vidual processors and flight code (two images 
per processor) with common prime and redun-
dant Data Processing Units (DPUs). The 
C&DH subsystem contains a total of 1024 
macros for command sequence execution, 
ephemeris loading, and user-defined on-board 
blocks (OBBs); autonomy contains its own 
separate macro space.  

The Communication subsystem (Comm) 
uses X-band to provide a maximum data rate 
of 104 kbps and an emergency rate of 10 bps 
through a phased array antenna high-rate 
antenna, a fanbeam antenna, and low-gain 
hemi antennas to the DSN. The Comm subsys-
tem also supports ranging and DDOR activi-
ties with the DSN, as well as Radio Science 
(RS) measurements at Mercury. Data return 
can be maximized by optimizing the downlink 
rate through a series of “stepping” functions 
tailored for each DSN ground station and 
sequenced based on the DSN allocation sched-
ule.  

Associated cost drivers summary: 
• There are multiple spacecraft modes, with 

several subsystem (G&C and Autonomy) 
having their own internal sub-modes that 
control the overall configuration and behav-
ior. 

• MESSENGER has over 2500 user-defined 
and maintained parameters. For any given 
activity, approximately 100–150 of these 
must be modified. Maintaining knowledge 

of, and the precise values of each of these 
places a heavy burden on the operations 
team. 

• There are some impingement issues with 
the thrusters, as they can interact with the 
solar arrays at certain panel positions, caus-
ing the team to develop an array manage-
ment scheme dependent on the type of burn 
and the solar distance at which it is being 
performed. 

• MESSENGER has multiple articulating 
mechanisms, including two single-axis gim-
baled solar arrays, the MDIS pivot, and 
electronically steered phased array anten-
nas. 

• Extra care is required to control where the 
spacecraft center of mass (Cm) is relative to 
the body, and necessitates performing a 
propellant centering burn after large 
thruster firings to relocate the fuel thus 
shifting the Cm. Alternate techniques are 
being implemented as well, including atti-
tude alternations during non-contact periods 
to help minimize the total propellant used 
during cruise. 

• Since the spacecraft was specifically de-
signed for operations near or at Mercury, 
periods outside of 0.7 AU required special 
handling such as “flip-flopping” the space-
craft at farther Sun distances to allow direct 
sunlight to heat the body, conserving 
power.  

• Throughout the mission, power/thermal 
management is required for all eclipse peri-
ods to maintain battery discharge current 
constraints, and during all orbital “hot-
planet” periherm periods when thermal ra-
diation from the planet can damage space-
craft components. 

• The payload consists of nine instruments 
with seven individual processors and flight 
code (two images per processor) with 
common prime and redundant Data Proc-
essing Units (DPUs).  

• Science and housekeeping data is stored on 
a 1 GB standard Solid State Recorder (SSR) 
that utilizes an on-board file system and the 
CCSDS File Delivery Protocol (CFDP) for 
data playback and management.  

Mission Operations 
Mission operations for MESSENGER is 

managed by the APL mission operations 
(MOPS) team in Laurel, MD. MOPS is re-
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sponsible for all spacecraft realtime command, 
control and assessment functions. MOPS 
interfaces with the DSN to schedule and coor-
dinate realtime contacts with the spacecraft. 
MOPS is also responsible for supporting the 
mission planning process and translating 
activities from the master schedule into space-
craft command sequences. As part of this 
process MOPS is responsible for building and 
maintaining all models, constraints and docu-
mentation associated with the operation. 
MOPS also performs all software and hard-
ware simulation activities required to validate 
command sequences. MOPS interfaces with 
the spacecraft and instrument engineering 
teams, the navigation team and program man-
agement to coordinate long term planning and 
day-to-day operations. 

Associated cost drivers summary: 
• Team has extensive operations heritage 

(planning, sequencing and testing proc-
esses) from NEAR and CONTOUR mis-
sions. Strong familiarity with APL built 
spacecraft and ground systems. 

• All new and critical activities and products 
are tested on a hardware-in-the-loop simu-
lator, with a faster-than-realtime software 
simulator used for all routine command se-
quences. 

• Many team members support multiple 
functional areas, reducing staff size. 

Science Operations 
The payload consists of a wide-angle and 

narrow-angle imager, an atmospheric and 
surface composition spectrometer, a magne-
tometer, a gamma-ray and neutron spectrom-
eter, an energetic particle and plasma spec-
trometer, an X-ray spectrometer, a laser 
altimeter, and RS. A primarily co-located 
science team manages the instruments with 
science goals and observations coordinated 
through a single PI, discipline groups, a 
weekly coordination meeting, the Payload 
Operations Manager (POM), and a unified 
Science Operations Center (SOC) located at 
APL. A typical cruise sequence period is two 
weeks long and requires six planning weeks, 
with one week long sequences planned for 
orbit. All science operations are coupled to the 
spacecraft sequencing, and must balance 
shared power, pointing, and data resources. A 
typical two-week cruise period produces 
∼2 Gb of data, a core flyby period of five 

hours produces ∼7 Gb of data, and the total 
mission is expected to generate between 20 
and 90 GB depending on total duration and 
DSN coverage. 

Associated cost drivers summary: 
• Science teams work cooperatively and are 

managed by a single PI to prioritize science 
observations.  

• For large coordinated events, such as flybys 
or MOI, a Critical Event Planner (CEP) 
oversees a phased production of the inte-
grated command sequence. 

• A typical cruise sequence period is two 
weeks long and requires six planning 
weeks, with one week long sequences 
planned for orbit.  

• All science operations are coupled to the 
spacecraft sequencing, and must balance 
shared power, pointing, and data resources. 

Ground System 
The MESSENGER ground system is based 

on extensive heritage from the NEAR and 
CONTOUR programs. The core realtime 
command and telemetry system is the EPOCH 
2000 system provided by Integral Systems Inc. 
(ISI). The APL software group also develops 
and maintains software to provide func-
tionality not provided by the core EPOCH 
system. The MESSENGER planning and 
scheduling system is based on the JPL suite of 
planning tools, SEQADAPT and SEQGEN. In 
addition, MOPS uses a contractor developed 
software simulator tool (STATESIM) to proc-
ess and validate command sequences. The 
APL developed software tools engineering 
dump (telemetry decom) and Plotter (data 
plotting) provide semi-autonomous (requires 
human oversight) assessment functions. The 
MOPS team also utilizes a high fidelity hard-
ware-in-the-loop simulator for testing. APL 
provides a secure network allowing team 
members to remotely use the ground system.  

A combination of manual and software 
verification tools are used to verify all of the 
command inputs, including those from the 
science teams. All new and critical activities 
and products are tested on the hardware-in-the-
loop simulator, with the faster-than-realtime 
software simulator used for all routine com-
mand sequences. For large coordinated events, 
such as flybys or MOI, a Critical Event Plan-
ner (CEP) oversees a phased production of the 
integrated command sequence. Two phases (A 
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Table K.2-1. Relative mission complexity.
Level of Difficulty 

4 = Highest; 1 = Lowest 
Weighting 

Factor MSGR NH Cassini MRO 
Mission Architecture 2  3.5  1  4  3 
Mgmt and Org 2  1  2  4  3 
Flight Sys Architecture (roll up) 4  2.8  2.0  3.3  2.0 
System 1 3 3 1 1 3 3 3 3 
G&C 1 3 3 1 1 4 4 2 2 
Power 0.5 2 1 3 1.5 3 1.5 1 0.5 
Prop 0.5 4 2 1 0.5 2 1 1 0.5 
Thermal 0.25 2 0.5 1 0.25 2 0.5 1 0.25 
C&DH/SSR 1 2 2 3 3 4 4 2 2 
Comm 0.5 3 1.5 2 1 2 1 3 1.5 
Payload 1 3 3 3 3 4 4 2 2 
           
Science Operations 3  3  3  4  3 
           
Ground System Interfaces 1  2  2  4  3 
Total Average Score   2.6  2.1  3.8  2.7 

and B) represent full builds and testing of this 
sequence with Phase-A culminating with a 
successful hardware simulation, and Phase-B 
with execution on the spacecraft. Oversight of 
this crucial sequence transitions from the CEP 
to the MOPS Lead at the start of Phase-B. The 
final tool set for orbital science operations was 
deliberately deferred into Phase E and is cur-
rently under development. All spacecraft 
telemetry is archived at APL, and all science 
data is pushed over to the MESSENGER SOC 
located at APL for processing and PDS popu-
lation. 

Associated cost drivers summary: 
• The MESSENGER ground system is a 

combination of COTS and GOTS products, 
such as the SeqAdapt and SeqGen AMOS 
tools and the EOPCH T&C system, 
wrapped with APL in-house generated 
glue-ware and utilities. 

• Extensive ground system heritage from 
previous mission for both realtime opera-
tions and mission planning and sequencing. 
Reduces costs and risks associated with 
new development and teams needing to 
learn and test a new system. 

K.2.3.5 Relative Cost Driver Comparisons  
The study team numerically scored each of 

the four mission’s complexity by evaluating 
those attributes that most affected operational 
complexity. The results for each mission are 

listed in Table K.3-1. As can be seen by “total 
weighted average score”, the Cassini mission 
ranked the most complex overall. The Cassini 
mission ranks highest in complexity in every 
category. MESSENGER and MRO are nearly 
tied for second (well within the error bounds 
of the estimates) with New Horizons opera-
tions rated the least complex overall. The 
drivers for obtaining the relative scoring for 
each mission are included in each mission’s 
costs drivers as described in the preceding 
report sections.  

As each cost driver category can not be 
treated equally (i.e., thermal control operations 
are not as difficult in general as G&C). To help 
correct for this in computing the average 
scores, a weighting was applied as shown in 
Table K.2-1. Individual flight system inter-
faces were scored and the weighted scores 
shown in the roll up line. This line was then 
weighted relative to the other major categories 
and then averaged. The Flight System Inter-
faces were given a weight of 4, followed by a 
3 for science operations, 2s for mission archi-
tecture and organization, and finally a 1 for 
ground system interfaces. While one can argue 
about the individual weights, the important 
point is the application of the weights tended 
to amplify the average score separations rather 
than alter the relative complexity order. These 
same scores are plotting in Figure K.2-1. 
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Figure K.2-1. Relative mission complexity. 

It should be noted that while this study fo-
cused on what made the missions complex and 
hence costly to operate, all missions studied 
included a number of ingenious operations 
features that enabled the operations or made 
them more efficient. The studies recommenda-
tions and conclusions (reference §K.5) are 
largely drawn from comparing what worked 
and what did not work for these for missions.  
K.2.4 MO & GDS Staffing and Comparisons 

The cost of Phase E operations were as-
sessed in terms of total FTE at 3 points in each 
mission: 1) launch operations which typically 
represent a peak in operations staffing levels, 
2) launch plus one year which typically repre-
sent cruise operations, and 3) prime science 
phases which are representative of the final 
mission staffing. It should be noted science 
operations costs data proved to be problematic 
to collect for each mission due to program-
matic and contractual barriers in reporting 
costs to APL and JPL. This made is impossible 
to compare “apples to apples” for science 
operations staffing levels at this time.  

The cost of Phase B and C/D preparations 
are reported and compared as a sum for each 
phase so that the relative cost for each mission 
to reach the same level of maturity could be 
compared. What follows are descriptions and 
data for each missions staffing levels in the 
four primary operations areas, including mis-
sion operations, ground data systems, naviga-

tion (post launch only), and engineering sup-
port. 

Side-by-side comparisons of the four mis-
sions for pre and post launch staffing levels are 
shown in §K.3.4.  
K.2.4.1 MRO Mission Operations and GDS Staffing 

The MRO development started while the 
transition from the faster-better-cheaper phi-
losophy to more of a traditional development 
had just begun. Mission success is number one 
priority. During the development phase many 
development activities sprung forth due to the 
new philosophy to achieve success in the 
mission as a top priority. 
K.2.4.1.1 MRO Development Phase Staffing 

In Phase A/B, MRO spent 99 work-months 
(WM) in the area of MOS development and 
six WM in the GDS development. In Phase 
C/D, MRO spent 580 WM in the area of MOS 
development and 372 WM in the area of GDS 
development.  

MOS development is defined to include 
mission management, mission operations 
system engineering, flight team development, 
flight operations process and interface devel-
opment, science operations process and inter-
face development, flight system scenario 
testing, training, and flight operations readi-
ness tests. The GDS development is defined to 
include project unique software development, 
multi-mission software adaptation, integration 
and test, and hardware procurements. 
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Table K.2-2. MRO Phase E, MO&GDS staffing.

Categories 
12/1/2005 
(Cruise) 

3/1/2006 
(MOI) 

7/1/2006 
(Aerobraking) 

7/1/2007 
(PSP) 

Management Staff 2.0 2.0 2.0 2.0 
MOS/GDS System Eng. 6.0 7.1 7.2 4.4 
MOS Development & Ops     
 Flight Engineering Team (at LMSS) 24.4 26.6 26.6 16.0 
 Navigation Team 8.9 10.2 10.9 6.3 
 Mission Planning and Sequencing Team 3.0 3.0 4.3 3.0 
 Payload Operations Support Team 3.0 3.0 3.0 3.0 
 End-to-end Data Accountability Team 3.0 3.0 3.0 3.0 
 Others 8.0 8.0 8.0 5.0 
GDS Development & Ops 3.1 4.0 2.8 2.5 
Multi-mission Development & Ops 10.3 9.1 6.4 10.4 
Total Staff Months 71.7 76.0 74.2 55.6 

Table K.2-3. Cassini development phase 
staffing. 

 Phase B Phase C/D Total 
MOS Development 72 4651 4723 
System I&T and ATLO 48 1789 1837 
Total Staff Months   6560 

K.2.4.1.2 MRO Phase E Staffing 
Table K.2-2 shows the FTE associated with 

a few unique project milestones during MRO’s 
operations phase. 

The Flight Engineering Team number in the 
above table represents the total staffing at 
LMSS. This number includes LMSS manage-
ment and administrative personnel, system 
coordinator, subsystem engineers, orbiter 
testbed operators, and real time operators. JPL 
provides supports for this team, including in 
the areas of system coordinators, ACS engi-
neers and realtime operators. The number 
labeled with “others” represents the additional 
supports to the FET as described above in 
addition to the phase leads support. Phase lead 
is the lead engineer for a MRO phase as the 
MRO goes through launch, cruise, MOI, aero-
braking, and primary science and relay phases. 
A comparison of MRO staffing levels to other 
missions for similar functions is included in 
§K.3.4. 
K.2.4.2 Cassini Mission Operations and GDS 

Staffing  
By any measure Cassini is a large and com-

plex mission, and also predates all of the other 
missions studied in this report by many years. 
At the time it was on the leading edge of new 
operating and development paradigms, and 
using the then new technologies such as shared 
file systems like AFS, and the WWW. As such, 
the level of effort consumed during develop-
ment was very significant. This large effort 
was fueled by several factors that are described 
earlier in §K3.2.2.  

K.2.4.2.1 Cassini Development Phase Staffing 
The labor shown in Table K.2-3 is broken 

into development phase (B and C/D) staffing. 
The development phase shows the total 
Ground system labor during development 
phases. The Phase E staffing presents 3 repre-
sentative snapshots of the staffing to support 
cross mission comparison. This is done to 
minimize the potentially overwhelming im-
pact of mission duration and provide a dura-
tion independent means to compare Cassini 
operations staffing to other missions. The 
development staffing for Cassini breaks out as 
follows: 

This MOS development staffing includes 
the following mission operations and ground 
system related activities:  

a) MOS Mgt and MOS Engineering. 
b) Distributed operations interface engi-

neering 
c) Operations planning, engineering, train-

ing, and execution 
d) Software development and testing in 

support of operations. This includes the 
small amount adaptation to the existing 
ground system software. This also in-
cludes new development in support of 
entirely new flight software, new plan-
ning and sequencing tools, new distrib-
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Table K.2-4. Cassini Phase E staffing at 
launch, cruise and primary science. 

 
Launch + 
2 months 

Launch + 
12 months 

Primary 
Science Ops 

Project Management 13 13 9 
Engineering Support 100 75 49 
Mission Operations 42 28 15 
Ground Systems 23 17 13 
Navigation 22 18 30 

Subtotal 200 151 116 
SOC + Science Ops + 
Science Support 

55 55 60 

uted file system and data distribution 
system, and distributed science opera-
tions centers.  

MOS development does not include most of 
the science processing and instrument accom-
modation related development, which is book 
kept separately as part of the science costs.  

The System Integration and Test develop-
ment efforts include system I&T and ATLO 
related staff. This includes all of the spacecraft 
and ground system support utilized in the 
course of planning and performing ATLO.  
K.2.4.2.2 Cassini Phase E Staffing 

Cassini Phase E efforts included a signifi-
cant amount of post launch development to 
accommodate the evolving planning tools 
needed to support the tour activities and to 
address the improved understanding of the 
spacecraft and better ways of operating the 
mission that came with experience.  

Table K.2-4 presents the average monthly 
staffing FTEs at three points in the mission, 
shortly after launch, one year into the cruise, 
and during primary science operations. 

The labor categories above include the fol-
lowing efforts: 
• Project Management: Project management 

and related support staff.  
• Engineering Support: This includes all of 

the spacecraft subsystem engineers and 
planning engineers required to fly the mis-
sion. In addition this would include the en-
gineers involved in some of the tool devel-
opment that didn’t fall under the GDS tool 
development umbrella.  

• Mission Operations: Includes the flight 
control team, the sequence team, data man-
agement team, DSN schedulers, science 
planners, and other people directly support-
ing mission operations but not tied to the 

spacecraft engineering team or ground sys-
tem engineering team.  

• Ground Systems: Primarily this is the set of 
people involved in maintaining the infra-
structure for all project members, both 
hardware and software, including the com-
munications infrastructure and the distrib-
uted science operations interfaces.  

• Navigation: This includes the navigation 
operations and tool development performed 
during cruise to prepare for the tour. Once 
in the tour phase this staffing is used pri-
marily to accommodate the constant ma-
neuvering required (at least twice monthly 
maneuvers) to safely make all of the 
planned flybys and science observations. A 
factor that impacts navigation labor is the 
use of uncoupled thrusters on the spacecraft 
that complicate Orbit Determination and 
Trajectory analysis and requires additional 
labor to accommodate. Navigation also in-
cludes the mission design and planning 
work used in support of the flyby selection 
and design. 

K.2.4.3 New Horizons and MESSENGER Mission 
Operations and GDS Staffing 

MESSENGER and New Horizons missions 
followed the same basic approach to staffing 
their respective operations as both are operated 
from the same MOC at APL. Figure K.2-2 
shows the integrated total staff months for 
Phases B and CD separately for the two mis-
sions. Below is a description of what work is 
performed in each of the work categories 
represented.  
K.2.4.3.1 New Horizons and MESSENGER 

Phase-B Staffing 
Mission Operations Team  

During this phase, a majority of the mission 
operations work is the responsibility of the 
Mission Operations Manager (MOM). Primary 
responsibilities of the MOM during this time 
period include: 
• Refine Mission Operations Plan and derive 

operations related requirements  
• Support development of the MOC-SOC and 

MOC-Ground Station ICDs 
• Participate in spacecraft and ground system 

design trades 
• Develop preliminary ground station plan 

and update MOC requirements 
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Figure K.2-2. New Horizons and MESSENGER Phase B&CD, MO&GDS staffing. 

• Configure the Mission Operations Devel-
opment Plan 

• Develop Mission Operations PDR Pre-
sentation (request help as needed) 

• Specify requirements for ground software 
tools  

MOC Software Development Effort 
During this phase, the ground software lead 

is overseeing ground system planning efforts. 
Tasks required during this phase include: 
• Development of a Ground System Software 

Requirements document  
• Development of a Ground System Concept 

of Operations document 
• Leading the Software Requirements Re-

view 
• Provision of inputs to hardware procure-

ment planning 
• Documentation of the system level Soft-

ware Development plan 
• Identification of required ICDs, review 

hardware procurements, perform trade stud-
ies  

• Development of integration test plans to 
support MOC and flight to MOC system 
testing 

• Development of and presentation of the 
preliminary ground software design at the 
ground system PDR and mission level PDR 

K.2.4.3.2 New Horizons and MESSENGER 
Phase-C/D Staffing Summary 

Phase-C/D Mission Operations Effort 
Primary responsibilities of the MOM and 

operations team during this time period in-
clude: 
Detailed Design Phase 
• Continue to refine MOPS plan, schedule, 

staffing and devise test plan  
• Develop and document MOPS interfaces 

with SOC, Ground Station, Navigation & 
Mission Design 

• Continue coordination efforts with ground 
system and ground station representatives 

• Begin spacecraft and instrument knowledge 
capture to support User’s Guide, command 
sequence and test plan development 

• Review and support C&T database and 
display page development and maintenance 
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• Develop MOPS test plan and test verifica-
tion matrix 

• Develop MOPS CDR presentation and 
support Critical Design Review 

• Continue to refine all program required 
MOPS documentation as needed 

• Complete subsystem and instrument knowl-
edge capture  

• Complete MOPS inputs/reviews to C&T 
database 

• Monitor and help test ground system deliv-
eries 

• Develop Mission Operations Review pres-
entation and support review 

• Complete documentation of MOPS inter-
faces 

• Continue development of real-time proce-
dures, command sequences, flight con-
straints and MOPS tools 

• Complete MOPS test development, execu-
tion & requirements verification 

• Train and certify flight controllers and 
mission analysts 

• Support Launch & Early Operations and 
Flight Readiness reviews 

Phase-C/D Ground Software Development Effort 
• Ground software team finalizes detailed 

design of the ground system for each com-
puter software component (CSC) based on 
earlier defined system requirements 

• Software build review schedule is refined, 
identifying contents for each build  

• Develop and present the ground software 
design at the ground system CDR and mis-
sion level CDR 

• Software build reviews are held for each 
scheduled build delivery 

• Implementation and unit testing is per-
formed for each software build 

• Source code is configured, unit tests are 
executed and reviewed for each build 

• Formal acceptance testing is performed for 
each software build delivery 

• Configuration management process initi-
ated for requested changes  

• Software executable deployment and re-
lease notes documentation 

• Implementation and comprehensive testing 
is performed for each software build 

K.2.4.3.3 New Horizons and MESSENGER 
Phase-E Staffing Summary 

Figures K.2-3 and K.2-4 show the relative 
FTEs for New Horizons and MESSENGER 
Phase E flight operations for each major cate-
gory of work at launch, launch plus 1 year, and 
prime science operations. Both mission opera-
tions were on the same staffing scale and both 
started off with more than what they presently 
have or intend to have during prime science 
phases. It should also be noted that while the 
operations staffing is generally organized into 
two physically separate teams, some sharing of 
team members during peak periods of opera-
tions has begun. This has served to help level 
the number of total staff numbers. Below is a 
description of what tasks are included in each 
category plotted. 
Engineering Support 

Once control authority of the spacecraft 
transitions to the operations team at launch, 
varying levels of support is required from the 
spacecraft and subsystem engineers that de-
signed and are the experts in their respective 
subsystems. Typical subsystem engineers 
include mission design, G&C, power, thermal, 
autonomy, C&DH/FSW, propulsion, and RF. 
These people are responsible for detailed 
training of the operations personnel and over-
sight of their subsystems, including assess-
ment, anomaly resolution, and technical juris-
diction over all flight activities involving their 
subsystem or related components.   
Mission Operations 

This work category captures those staff as-
sociated with the mission operations (MOPS) 
team. Typically this team is led by the Mission 
Operations Manager (MOM) and Deputy 
Mission Operations Manager (DMOM). There 
are mission analysts, or off-line staff responsi-
ble for the planning and day-to-day execution 
of specific spacecraft operations that act as the 
liaisons to the subsystem and instrument tech-
nical leads and other operational support ele-
ments, including navigation, DSN, and the 
ground system interfaces. Planning and execu-
tion of spacecraft events includes designing 
how an activity is to be performed, interacting 
as necessary with the appropriate technical 
leads, conducting reviews, testing, overseeing 
the eventual flight execution, and documenting 
the results as necessary. Mission analysts 
perform mission planning and sequencing 
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Figure K.2-3. New Horizons Phase E, MO&GDS staffing. 
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Figure K.2-4. MESSENGER Phase E, MO&GDS staffing.
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Table K.2-5. Integrated MO&GDS staff months for pre-launch preparations. 
 Phase B Phase C/D 
 MSGR NH MRO Cassini MSGR NH MRO Cassini 

Mission Operations 5.5 10.8 99.0 60.0 277.7 277.1 580.0 2963.0 
MOC S/W Devel.  12.2 21.8 6.0 12.0 408.8 417.4 372.0 1688.0 
NH and MSGR Engr      134.1 98.9   
Staff Totals 17.7 32.6 105.0 72.0 820.6 793.3 952.0 4651.0 

tasks, DSN schedule coordination, spacecraft 
assessment, data distribution, science interfac-
ing, and initial anomaly detection/resolution 
and recovery activities. This category further 
includes realtime flight controllers (FCs), or 
those staff that directly interface with the 
spacecraft through the telemetry and command 
system and with the DSN via network and 
voice interfaces, as well as the flight controller 
lead that is responsible for the management 
and scheduling of the FCs. 
Ground System 

The ground system work category for 
Phase E covers all of the staff associated with 
providing software fixes, and re-test as needed, 
to the baselined system in place at launch. 
These people ensure software fixes are docu-
mented and closed out in a controlled problem 
reporting system. Ground personnel provide 
the IT security plan as required by NASA 
IONET, and maintain monitoring applications 
and logs as required. This work element ad-
dresses all of the workstation system admini-
stration that includes setting up new equip-
ment, maintaining the ground system to APL 
Space Department standards, managing user 
accounts, and establishing automated data 
back-ups. People within this element also 
provide communications system administra-
tion post-launch, including voice box and 
network setup and maintenance. Note, much of 
this support is shared across multiple missions, 
and the numbers shown are representative of 
only the mission specific services provided. 
Navigation 

The commercial organization KinetX, Inc. 
provides navigation support to the New Hori-
zons mission. They are responsible for orbit 
determination, maneuver design, and trajectory 
reconstruction throughout the mission. They 
also provide launch support, pointing predicts, 
ephemeris files, and other navigational prod-
ucts to various project elements. The people 
under this work category work closely with 
mission design and G&C staff captured in 

other elements as described above. 
K.2.4.4 Staffing Level Comparisons and Relative 

Complexity  
K.2.4.4.1 Development Phase (Phases B and 

C/D) Staffing Comparison 
Mission Operations and Ground Data Sys-

tem staffing levels were collected for each of 
the 4 mission studies. Pre-launch Phase B and 
CD staffing was summed over each project’s 
phase boundaries. The resulting integrated 
staff-months are shown in Table K.2-5. For 
Phase B, MESSENGER expended the least 
amount of staff, and MRO the most. For Phase 
C/D, MESSENGER, MRO, and New Horizons 
were “in family” and Cassini was significantly 
greater, than the others missions and clearly 
“out of family” for the development phases. 

Science operations costs were not compared 
due to the difficulty of passing the required 
data through the programmatic and contractual 
barriers and due to differences in reporting 
costs to APL and JPL. This made is impossible 
to compare “apples to apples” for his category 
at this time. As noted earlier, science opera-
tions by the science teams is not accounted 
here. To compare science operations costs, 
coordination at the PI or NASA HQ level 
would be required. 
K.2.4.4.2 Mission Operation Post-Launch 

(Phase E) Staffing Comparison 
Staffing levels for post launch operations 

were gathered at 3 key points in each mission, 
including launch, launch plus one year, and 
prime science operations. The staffing levels 
are plotted in Figure K.2-5. These include 
Mission Operations, Engineering, Ground 
Data Systems, and Navigation efforts com-
bined. For the same reasons as discussed for 
the pre-launch staffing, these numbers do not 
include instrument support, science planning, 
or SOC development and operations. 

Staffing during prime science operations for 
both MESSENGER and New Horizons are 
obviously at planned levels (yet to begin) 
whereas for MRO and Cassini they are actuals. 
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Figure K.2-5. Phase E operations staffing snapshots. 

Each mission except MRO had its greatest 
effort at launch. It was problematic to separate 
out the MRO engineering staff that supported 
ATLO versus that which supported the flight 
operation. Hence it is safe to assume MRO 
also had a larger team at launch than the rest of 
its mission phases yet it is not evident in Fig-
ure K.2-5. While Cassini’s staffing levels are 
higher than the other 3 missions, they could be 
explained by the Cassini’s overall mission 
complexity being a 3.8 vs. 2.6/2.7 for the next 
most complex missions MESSENGER and 
MRO (Reference Table K.2-1). 
K.2.4.4.3 Mission Operation Post Launch 

(Phase E) Staffing vs. Complexity 
Comparison 

To better compare and contrast each opera-
tion’s complexity and associated staffing, an 
average staff was computed using the staffing 
levels shown in Figure K.2-5. That average 
staff was then plotted for each mission against 
its respective complexity as determined by the 
study team (see §K.4.4.1). The results are 
shown in Figure K.2-6. 

This plot shows New Horizons, MRO, and 
MESSENGER are relatively near each other 

on the grid and Cassini is in its own in terms 
of both complexity and cost. A least squares fit 
of the 4 data points is shown as a blue line. 
The green line is an exponential fit of the same 
data. Both CAS and NH are above the linear 
fit while MSGR and MRO are both below it 
indicating they may be the most efficient of 
the four operations. MESSENGER falls the 
furthest below, also falling below the exponen-
tial line indicating it may be the most efficient 
of the set. This would not be too surprising 
given it is the only Discovery mission in the 
set and hence cost capped. It was regularly 
stated by those that worked this mission when 
explaining the pressures experienced that 
MESSENGER is a “Flagship mission on a 
Discovery budget.”  

A least squares fit of the MRO, 
MESSENGER, and New Horizons points is 
shown with the red line. Extending this line at 
its slope to Cassini complexity levels does 
suggest Cassini and other missions of similar 
complexity would be expected to cost more, 
but less than current Cassini levels. Recom-
mendations for reducing mission complexity 
and operations cost are summarized next in 
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Figure K.2-6. Phase E operations staff vs. mission complexity. 

§K.2.5, Recommendations for Reducing Flag-
ship Phase E Costs. These recommendations, 
if incorporated into the next OPF mission 
should result in significant cost savings for 
that overall mission operation. 
K.2.5 Recommendations for Reducing Flagship 

Phase E Costs  
This section captures the primary recom-

mendations for reducing mission operating 
costs and total mission costs for future deep 
space missions based on the experiences of 
Cassini, MRO, MESSENGER, and New Hori-
zons mission operations. While not all recom-
mendations are within the control of the Pro-
ject, they are included to inspire future mission 
implementation of lower cost mission opera-
tions. Also, some of the recommendations 
could also help to reduce development costs 
and cost risk as well. 
Mission Design/Architecture 

While there are a number of primary cost 
drivers stemming from mission architecture 
decisions (mission duration, complexity of the 
trajectory, complexity of the science mission), 
these are typically not negotiable unless sci-
ence requirements can somehow be reduced or 
less demanding trajectories found. Hence the 
most practical way to save cost is to minimize 
the amount of activity during cruise, including 
use of hibernation-type modes and foregoing 

opportunistic science taken during gravity 
assist maneuvers and otherwise along the way 
to the primary destination. However, one 
should not discount the benefit of using these 
opportunities to train the operations team and 
test systems for eventual prime science opera-
tions. 
Management and Organization 
• Reduce the complexity of the contention 

resolution process by choosing a single PI. 
Streamline the arbitration process so that it 
need not involve the majority of the mission 
planners. A strong “super PI” or Project 
Scientist could oversee this process. 

• Co-locate mission planners or have repre-
sentatives with decision making capability 
co-located to help reduce communications 
delays when iterating on plans.  

• Investigate ways to streamline the ITAR/ 
TAA processes for working with foreign 
instrument teams/individuals.  

• Improve the process for communication 
within the project by providing a central 
document repository that is readily accessed 
by all project members, subject to ITAR re-
strictions 

Flight Systems Interfaces 
Evaluate operational complexity and incor-

porate ease-of-use features for each primary 
flight system with special emphasis on G&C 
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and C&DH flight processor interfaces (as they 
are typically the most complex). While en-
hancing the operability of these interfaces may 
add to development and test scope, there are 
many features that can be incorporated that 
save considerably more money over the course 
of the mission than the upfront costs.  
• As part of the next OPF mission design 

effort, formalize a joint operations and 
flight system design process for each pro-
posed flight system to evaluate its design in 
terms of operability and quantify affect on 
total mission costs. Senior flight operations 
personnel could be temporarily assigned to 
augment the OPF operations team to assist 
in the assessment function. Note: This 
process was ad-hoc on past missions and 
subject to the availability and capability of 
the specific operations team involved in the 
early stages. 

• Consider such features as: coupled thrust-
ers, automated momentum management, 
scan or gimbaled platforms that can signifi-
cantly reduce conflicts between instrument 
types (fields and particles vs. pointing) or 
between payload and communications sys-
tem, deterministic slew paths, ephemeris 
based pointing. 

• Ensure adequate power margins and con-
sider predefined payload modes/con-
figurations to simplify planning. Favor 
power over mass in use of PMDs, coupled 
thrusters, proper instrumentation. 

• Incorporate a file system and pre-allocated 
(by ground rules) SSR space. Sufficient 
margins for command and SSR memory. 
Use automated file playback software and 
CFDP to minimize SSR management and to 
have automated retransmission for data 
dropouts. Consider CFDP for command up-
loads and potential use for telemetry.  

• Strive for commonality in payload instru-
ment telemetry and command interfaces.  

Science Operations 
• Incorporate a planning process that is effi-

cient enough for Europa/Titan orbital op-
erations, and modify as necessary for tour 
operations. Consider cost constraining 
planning tools (i.e., market based and prior-
ity based systems).  

• Develop process that minimizes the number 
of planning iterations, bounds time allo-
cated to planning each significant event, 

and incorporates the principle of “good 
enough.” 

• Develop an integrated planning and se-
quencing tool based on model-based engi-
neering and state analysis that would be 
used throughout the project lifecycle. 

Ground System Interfaces 
• Incorporate information management sys-

tems (i.e., CIMS) for entire team’s remote 
access to planning products, telemetry, 
command sequences, and action item track-
ing.  

• Have a PI set priorities. Have ground sys-
tem and planners implement those priorities 
and optimize supporting processes as 
needed. 

• Incorporate resource modeling and flight 
constraints models in early in planning 
process for early identification of problems. 
Permit science planners access to models of 
similar fidelity as what MOC uses for end 
validation. Make accessible to distributed 
team.  

• Incorporation of flight system faster than 
real-time software models for resource and 
constraints checking (i.e., SoftSim or 
Statesim). 

• Adoption of unattended pass operations for 
non-command passes. Limit number of 
command passes. Rely on automated limits 
and alarms checking versus manual, by FC 
or ACE.  

• Unattended (automatic) radiation of non 
critical commands (i.e., SOHO or ACE) 

• Streamlined/automated real-time process 
for late knowledge updates, including 
ephemeris and time shifts. 

• Consider incorporating real-time automated 
assessment tools and post event trending 
tools (i.e., MRO).  

Testing and Validation 
• Adopt logical testing steps with software 

tools catching problems upstream (with 
faster than real-time software) of more so-
phisticated (real-time hardware) simula-
tions. 

• Incorporate software tools, scripts, to aid in 
H/W simulator setup and configuration con-
trol using planning system inputs for start-
ing conditions. Use checkpoint and restart 
process for H/W simulations. 
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• Automate syncing of S/W sim (and H/W 
sim tools) with flight for proper configura-
tion control. Perform periodic audits.  

• Incorporate tools for post simulation data 
processing and distribution—reduce labor 
and time requirements. 

• For geographically distributed team mem-
bers, provide easy access to data for each 
reviewer. (i.e., MRO has web based results 
outside flight ops network) 

• Have good validation of software simula-
tors so they can be used in place of hard-
ware simulators. Incorporate fidelity into 
software models match hardware simula-
tions as closely (and quickly) as possible. 

• Use real-time simulators by exception (only 
as needed), faster than real-time software 
for all nominal operations. Ensure adequate 
numbers and fidelity of real-time hardware 
simulators during each phase of the mis-
sion.  

K.2.6 Acknowledgements 
The study team would like to thank the fol-

lowing representatives of JPL’s Cassini mis-
sion operations, most notably, Brian 

Paczkowski, for taking the time away from 
their ongoing operations duties to help de-
scribe Cassini operations processes:  
• Laura Burke 
• Dave Mohr 
• Brian Paczkowski 

In addition, the study team would like to 
acknowledge the participation of individuals 
from NASA ARC that participated in team 
discussions sharing with us relevant experi-
ence in automation approaches used on MER, 
Phoenix, and MSL.  
• Mike McCurdy  
• Jim Kurien 
• Alonso Vera 

Finally, the following members of JPL’s 
OPF study teams also contributed to the work-
ing discussions and/or editing of the final 
report:  
• Matt Bennett  
• Robert Rasmussen 
• Jan Ludwinski 
• Thomas Magner 

 



JUPITER EUROPA ORBITER MISSION STUDY 2008: FINAL REPORT 30 JANUARY 2009 
APPENDIX L—SUPPLEMENTAL MATRICES  Task Order #NMO710851 

Subject to NASA/ESA approval. 
L.1-1 

L. SUPPLEMENTAL MATRICES 
L.1 How JEO and EJSM Respond to the Decadal Survey 

As described in Section 2.7, the JJSDT evaluated both the JEO alone and the EJSM against 
the Decadal Survey (1) Steering Group Recommendations for a Europa Geophysical Observer, 
(2) Large Satellites panel recommendations, and (3) Giant Planets panel recommendations. 
These ratings are shown in Table L.1. 

 
Science Value Scoring 

5 Definitely addresses full 2 May address partial science 
4 May address full science 1 Touches on science 
3 Definitely addresses partial 0 Does not address science 

 

 JEO 
JEO + 
JGO Comments 

JEO Science 
Objective 

DECADAL SURVEY STEERING GROUP RECOMMENDATIONS: 

"EUROPA GEOPHYSICAL EXPLORER" SCIENCE OBJECTIVES 

Group 1: 

Determine the presence or absence of an ocean. 5 5   A. Ocean 
Characterize the three-dimensional distribution of 
any subsurface liquid water and its overlying ice 
layer. 

5 5 
  B. Ice 

Understand the formation of surface features, 
including sites of recent or current activity, and 
identify candidate landing sites for future lander 
missions. 

5 5 

  D. Geology 

Group 2: 

Characterize the surface composition, especially 
compounds of interest to prebiotic chemistry. 4 4 An in situ surface element would be 

required to achieve full science. C. Chemistry 
Map the distribution of important constituents on 
the surface. 5 5   C. Chemistry 
Characterize the radiation environment in order to 
reduce the uncertainty for future missions, espe-
cially landers. 

5 5 
  

C. Chemistry  
D. Geology 

LARGE SATELLITES PANEL THEMES AND KEY QUESTIONS: 

Theme 1. Origin and Evolution of Satellite Systems 

1. How do conditions in the protoplanetary nebula 
influence the compositions, orbits, and sizes of the 
resulting satellites? 

4 5 Detailed investigations of Ganymede 
and Callisto are facilitated by JGO  

C. Chemistry  
E. Jupiter System 

2. What affects differentiation, outgassing, and the 
formation of a thick atmosphere? (Why is Titan 
unique?) 4 5 

Scoring does not reflect the emphasis 
on Titan.  Detailed investigations of 
Ganymede and Callisto are facilitated 
by JGO  E. Jupiter System 

3. To what extent are the surfaces of icy satellites 
coupled to their interiors (chemically and physi-
cally)? 5 5 

  

A. Ocean      
B. Ice          

C. Chemistry      
D. Geology      

E. Jupiter System 
4. How has the impactor population in the outer 
solar system evolved through time, and how is it 
different from the inner solar system? 

5 5 
  

D. Geology    
E. Jupiter System 
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 JEO 
JEO + 
JGO Comments 

JEO Science 
Objective 

5. What does the magnetic field of Ganymede tell 
us about its thermal evolution, and is Ganymede 
unique? 

3 5 
Detailed investigation of Ganymede's 
magnetic field is accomplished by 
JGO, and synergies with JEO. E. Jupiter System 

Theme 2. Origin and Evolution of Water-Rich Environments in Icy Satellites 

1. What is the chemical composition of the water-
rich phase? 4 4   

C. Chemistry    
E. Jupiter System 

2. What is the distribution of internal water, in 
space and in time? 4 5 Detailed investigations of Ganymede 

and Callisto are facilitated by JGO.  

A. Ocean     
B. Ice        

E. Jupiter System 
3. What combination of size, energy sources, 
composition, and history produce long-lived 
internal oceans? 

5 5 

Emphasis on investigations in orbit 
around Europa.  The JEO and JGO 
satellite tours places Europa in 
context with the other satellites. JGO 
orbital science increases the rating 
beyond that anticipated by the 
Decadal Survey. 

A. Ocean     
C. Chemistry     
D. Geology      

E. Jupiter System 
4. Can and does life exist in the internal ocean of 
an icy satellite? 3 3 

Scoring emphasizes focus on assess-
ing potential for habitability rather 
than direct search for life. 

A. Ocean     
C. Chemistry     

E. Jupiter System 

Theme 3. Exploring Organic-Rich Environments 

1. What is the nature of organics on large satel-
lites? 4 5 

Inclusion INMS as part of the 
payload facilitates direct sampling of 
materials, especially at Ganymede & 
Callisto. 

C. Chemistry   
E. Jupiter System 

2. What are the processes currently affecting 
organic-rich surfaces? 

4 5 

Direct monitoring of the radiation 
environment provides insight into 
processes at Europa (JEO); JGO will 
examine the impact of the radiation 
environment on organic materials at 
Ganymede. 

C. Chemistry   
E. Jupiter System 

3. How does organic chemistry evolve in a hydro-
carbon solvent? 0 0   N/A 
4. How do atmospheric processes affect organic 
chemistry? 3 3 JEO investigates sputtering processes 

and the effects on chemistry. 
C. Chemistry   

E. Jupiter System 

Theme 4. Understanding Dynamic Planetary Processes 

1. What are the active interior processes and their 
relations to tidal heating, heat flow, and global 
patterns of volcanism and tectonism? 

4 4 Scoring reflects that JEO is not 
optimized for Io science. 

A. Ocean     
E. Jupiter System 

2. What are the currently active endogenic geo-
logic processes (volcanism, tectonism, diapirism) 
and what can we learn about such processes in 
general from these active worlds? 

5 5 Scoring reflects emphasis on Europa 
science by JEO. 

C. Chemistry  
D. Geology    

E. Jupiter System 
3. What are the complex processes and interactions 
on the surfaces and in volcanic or geyser-like 
plumes, atmospheres, exospheres, and magneto-
spheres? 

4 5 

  

C. Chemistry  
D. Geology    

E. Jupiter System 

Large Satellites Panel overall high-priority questions: 

1. Is there extant life in the outer solar system? 
3 3 

Scoring emphasizes focus on assess-
ing potential for habitability rather 
than direct search for life. 

A. Ocean      
C. Chemistry     

E. Jupiter System 
2. How far toward life does organic chemistry 
proceed in extreme environments? 3 3   

C. Chemistry   
E. Jupiter System 
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 JEO 
JEO + 
JGO Comments 

JEO Science 
Objective 

3. How common are liquid-water layers within icy 
satellites? 4 5 Detailed investigations of Ganymede 

and Callisto are facilitated by JGO. 

A. Ocean       
B. Ice          

E. Jupiter System 
4. How does tidal heating affect the evolution of 
worlds? 4 5 

Scoring reflects that JEO is not 
optimized for Io science. Detailed 
investigations of Ganymede and 
Callisto are facilitated by JGO  

A.  Ocean     
E. Jupiter System 

DECADAL SURVEY GIANT PLANETS PANEL 

Theme 1. Origins and Evolution 

Giant Planets: general 

1. How did the giant planets form? 1 3   E. Jupiter System 
2. What are the orbital evolutionary paths of the 
giant planets? 1 1   E. Jupiter System 
3. Does Jupiter have a rock-ice core? 0 0   N/A 
4. What are the elemental compositions of the 
giant planets? 2 3   E. Jupiter System 
5. What are the internal structures and dynamics of 
the giant planets? 0 0   N/A 

Theme 2. Interiors and Atmospheres 

Interiors 

1. What is the nature of phase transitions within 
the giant planets? 0 0   N/A 
2. How is energy transported through the deep 
atmosphere? Do radiative layers exist? 0 0 

  N/A 
3. How and where are planetary magnetic fields 
generated? 0 0   N/A 
4. What is the nature of convection in giant planet 
interiors? 0 0   N/A 
5. How does the composition vary with depth? 0 1   N/A 

Atmospheres 

6. What energy source maintains the zonal winds, 
and how do they vary with depth? What role does 
water and moist convection play? 

4 5 
  E. Jupiter System 

7. What physical and chemical processes control 
the atmospheric composition and the formation of 
clouds and haze layers? 

4 5 
  E. Jupiter System 

8. How and why does atmospheric temperature 
vary with depth, latitude, and longitude? 2 4 JGO provides addition opportunities 

for radio science investigations E. Jupiter System 
9. How does the aurora affect the global composi-
tion, temperature, and haze formation? 3 4   E. Jupiter System 
10. What produces the intricate vertical structure 
of giant planet ionospheres? 3 4   E. Jupiter System 
11. At what rate does external material enter giant 
planet atmospheres, and where does this material 
come from? 

0 2 
  N/A 
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 JEO 
JEO + 
JGO Comments 

JEO Science 
Objective 

12. What can organic chemistry in giant planet 
atmospheres tell us about the atmosphere of early 
Earth and the origin of life? 

0 0 
  N/A 

Theme 3. Rings and Plasmas. 

Rings 

1. What are the most important mechanisms for 
ring evolution on long and short time scales? How 
do self-gravity, viscosity, ballistic transport, and 
collisions interact? 

2 2 

  E. Jupiter System 
2. What do planetary rings teach us about nebulas 
around other stars? 2 2   E. Jupiter System 
3. What are the present physical properties (com-
position, size distribution, shapes) of particles in 
the various rings and of distinct regions within the 
various rings? 

2 2 

  E. Jupiter System 
4. What is the present mass flux into the various 
ring systems? What are the present size, mass, 
velocity, and composition distributions of the 
influx population? 

2 2 

  E. Jupiter System 
5. What is the relationship between local ring 
properties and those properties observable by 
remote sensing? 

2 2 
  E. Jupiter System 

6. How fast are angular momentum and energy 
being transferred among rings and moons? 2 2 

  E. Jupiter System 
7. What is the influence of magnetospheric plasma 
on the rings? 1 1   E. Jupiter System 

Plasmas 

1. What is the nature of the electrodynamic 
coupling between major satellites and the iono-
spheres of their planets? 

4 5 Scoring reflects JGO emphasis on 
observations in orbit at Ganymede. E. Jupiter System 

2. What is the spatial and temporal structure of 
centrifugally driven plasma transport in a rotation-
dominated magnetosphere? 

4 4 
  E. Jupiter System 

3. What role does electromagnetic angular momen-
tum transfer, as observed in giant planet magneto-
spheres, have in solar system formation? 

2 2 
  E. Jupiter System 

4. How do the Io plasma torus and analogous 
structures at other planets convert planetary 
rotational energy into electromagnetic radiation 
over a wide range of frequencies? 

4 4 

  E. Jupiter System 
5. How are angular-momentum transfer and other 
global magnetospheric processes revealed through 
auroral emission features? 

3 3 
  E. Jupiter System 

6. How and where is the jovian planetary wind 
generated? Does Saturn have a planetary wind? 1 1 

  E. Jupiter System 
7. How does the jovian pulsar work? Do other 
giant planets exhibit pulsar behavior? 1 1 

  E. Jupiter System 
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L.2 JGO Traceability Matrix  
The JGO Science Traceability matrix is shown in Table L.2. The color coding for the investi-

gations and measurements is identical to that of the JEO Science Traceability Matrix and de-
scribed in Table 2.4-3. The JGO element was evaluated and the degree to which the JGO’s 
model payload addresses each investigation was rated in an identical methodology as for the JEO 
Traceability Matrix. This Science Value score is shown in the last column of Table L.2. This 
structured approach to the derivation of investigations and measurements clearly demonstrates 
the breadth of the science available within the Jupiter System. For more information on the JGO 
mission concept, see Appendix J. 

 

JGO Focus 
Areas: Origins Evolution Processes Habitability 

 
Science Value Scoring 

5 Definitely addresses full 2 May address partial science 
4 May address full science 1 Touches on science 
3 Definitely addresses partial 0 Does not address science 

 
 

JGO Traceability Matrix 
Science 

Objective 
Science  

Investigation Measurements 

Science 
Value 

Constrain the tidally varying potential and shape - Time dependent 
altimetry and gravity to determine Love numbers h2 (tidal ampli-
tudes) and k2 (tidal potential). Requires determination of the 
surface motion that correlates with the eccentricity tidal potential 
to 1-meter accuracy, and a determination of the time dependent 
degree-2 gravitational acceleration to 0.1 mgal at Ganymede. 
Alternatively, the eccentricity tidal k2 and h2 at accuracy 0.01. It 
will determine whether an ocean exists. 

4 

Study the induced magnetic field at multiple frequencies; a) global 
determination of induction response at multiple frequencies 
(orbital as well as Jupiter rotation time scales) at Ganymede to an 
accuracy of 0.1 nT; b) looking for secular variation of the 'steady' 
field or variation in the induction signal since Galileo; c) magneto-
telluric effects from ocean currents. Sensitivity to 0.1 nT. 

3 

Subsurface characterization - Determine the presence and location 
of shallow liquid water (including brines). 5 

Ice shell and ocean 

Constrain the amplitude of forced libration and obliquity and non-
synchronous rotation; a) determination of the libration amplitude 
to 10m accuracy; b) measure the pole position to determine the 
obliquity of the spin axis; c) search for changes in pole position 
(obliquity) over periods of years (total temporal baseline >1 year 
and > 3 years strongly desired). 

3 
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Ganymede's  
magnetosphere 

Globally characterize Ganymede's intrinsic magnetic field (to 
accuracy of 0.1nT). Perform near-surface (100-200 km altitude) 
global magnetic sounding at spatial resolutions of ~300 km (repeat 
several times to detect variability and to separate intrinsic and 
induced field). 

3 
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JGO Traceability Matrix 
Science 

Objective 
Science  

Investigation Measurements 

Science 
Value 

Characterize particle population within Ganymede's magneto-
sphere and its interaction with Jupiter's magnetosphere; a) meas-
ure the velocity space distribution of thermal plasma with 10 s 
resolution; b) measure differential directional fluxes of energetic 
ions and electrons at keV to MeV energies with a 10 s resolution; 
c) measure the intensity of local radio and plasma waves vs. 
frequency; d) measure the energetic neutral atom distributions at 
different energies. 

2 

Investigate the generation of Ganymede's aurora. Measure UV 
emission of Ganymede's aurora. 3 

Study of the ionosphere and exosphere of Ganymede; a) measure 
the dust population in the vicinity of Ganymede and its interaction 
with the Jovian magnetosphere; b) measure the sputtered neutral 
and charged particle population; c) measure the magnetic field 
vector; d) measure the energetic neutral atom distribution; e) 
composition of the exosphere: Multi-wavelength (UV-VIS-NIR) 
characterization and mapping of the abundance at different heights 
over the surface through limb scans. 

2 

Investigate surface composition and structure on open vs. closed 
field line regions; a) image Ganymede at FUV-NIR wavelengths 
at 1km resolution; b) measure the magnetic field vector at 1 s 
resolution. 

4 

Improve global and regional mapping; a) image with a resolution 
of 200 m/pxl for at least 50 % of the surface area (One filter / 
panchromatic filter); b) mid-res global surface coverage (~ 500 
m/pxl) -  (One filter / panchromatic filter); c) global surface 
coverage (~1-2 km/pxl) using four spectral filters from about 350 
nm to 1000 nm; d) coherent image mosaics (camera data) at given 
spatial resolution and viewing angle (not too oblique plus suitable 
sun elevation - e.g. mid-morning/mid-afternoon); e) acquire new 
high res (<10 m/pix) images of selected areas. 

4 

Topographic mapping of large fractions of the surface; a) obtain 
profiles using laser altimetry; b) derive digital terrain models from 
stereo imaging (requires imaging of surface area under slightly 
different angle, but similar sun elevation); c) correlate tectonism 
on Ganymede with dynamics in the ice shell (obtained by ice 
penetrating radar). 

4 

Subsurface characterization; a) characterizing the near-surface 
tectonic and volcanic processes and their relation to interior 
processes; b) identify the dynamical processes that cause internal 
evolution and near-surface tectonics; c) determine the formation 
history and three-dimensional characteristics of  magmatic, 
tectonic, and impact landforms. 

4 

Geology and search  
for past and present 
activity 

Determine global and regional surface ages; a) measure crater 
distributions by complete image coverage at 200-500 m/pxl 
resolutions plus sufficient high-resolution target areas (10-50 
m/pxl); b) monitor over several years Ganymede's surface in order 
to identify newly-formed craters (from comparison with Galileo 
data); c) study of the impactors characteristics (craters catenae 
formed by disgregated comets). 

3 
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JGO Traceability Matrix 
Science 

Objective 
Science  

Investigation Measurements 

Science 
Value 

Nature and location of non-ice and organic compounds; a) 
Mapping spectrometer data with sufficient spectral and spatial (at 
least 500 m/pxl) resolution in the NIR and UV; b) correlate 
surface composition and physical characteristics (e.g., grain size) 
with geologic features; c) search for spectral signatures of organic 
compounds  in the NIR (3-5 microns) and UV; d) ion and neutral 
surface measurements; e) sampling of dust from low orbit and 
close flyby (< 200 km altitude); f) determine abundances of major 
elements at surface by X-ray spectroscopy. 

3 

Surface composition 
and physical  
properties of  
near-surface layers Characterization of hemispheric differences to constrain the 

existence and rate of mass transfer processes. Determination of the 
surface regolith properties (particle size, composition, distribution, 
crystallinity) between; a) leading vs trailing hemispheres (role of 
impactors and dust); b) north vs south hemispheres (role of 
sputtering and amorphization induced by magnetospheric parti-
cles). 

3 

Precise determination of low-degree static gravity field and shape; 
a) determination of static J2 and C22 coefficients; b) test of 
hydrostaticity: determination of J2 and C22 from independent 
(polar and equatorial) flybys; c) determination of degree 2 static 
topography to at least ten-meter accuracy by laser altimetry and 
imaging. 

5 

Detailed study of the intrinsic magnetic field - (see "Magneto-
sphere of Ganymede" subsection). 4 

Deep interior 

Search for deviations from hydrostatic equilibrium and for mass 
anomalies; a) Constraints on non-hydrostatic components from 
higher harmonics  at 10-7 accuracy for the non-dimensional 
gravitational harmonics; b) High-order gravity sounding to ~300 
km horizontal resolution from an altitude of < 200 km. 

4 
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Constrain the tidally varying potential and shape - Time dependent 
altimetry and gravity to determine Love numbers h2 (tidal ampli-
tudes) and k2 (tidal potential). Requires determination of the 
surface motion that correlates with the eccentricity tidal potential 
to 1-meter accuracy, and a determination of the time dependent 
degree-2 gravitational acceleration to 0.1 mgal at Callisto. Alter-
natively, the eccentricity tidal k2 and h2 at accuracy 0.01. It will 
determine whether an ocean exists. 

3 

Study the induced magnetic field at multiple frequencies; a) global 
determination of induction response at multiple frequencies 
(orbital as well as Jupiter rotation time scales) at Ganymede to an 
accuracy of 0.1 nT; b) looking for secular variation of the 'steady' 
field or variation in the induction signal since Galileo; c) magneto-
telluric effects from ocean currents. Sensitivity to 0.1 nT. 

3 

Subsurface characterization - Determine the presence and location 
of shallow liquid water (including brines). 4 

Composition of the surface - Nature and location of non-ice and 
organic compounds; a) mapping spectrometer data with sufficient 
spectral and spatial (at least 500 m/pxl) resolution in the NIR and 
UV; b) correlate surface composition and physical characteristics 
(e.g., grain size) with geologic features; c) search for spectral 
signatures of organic compounds  in the NIR (3-5 microns) and 
UV; d) ion and neutral surface measurements e) Sampling of dust 
from low orbit and close flyby (< 200 km altitude); e) determine 
abundances of major elements at surface by X-ray spectroscopy. 

4 

Constrain the amplitude of forced libration and obliquity and non-
synchronous rotation; a) determination of the libration amplitude 
to 10m accuracy; b) measure the pole position to determine the 
obliquity of the spin axis; c) search for changes in pole position 
(obliquity) over periods of years (total temporal baseline >1 year 
and > 3 years strongly desired). 

3 

Precise determination of low-degree static gravity field and shape 
of Callisto; a) determination of static J2 and C22 coefficients; b) 
test of hydrostaticity: determination of J2 and C22 from independ-
ent (polar and equatorial) flybys. 

4 

Topographic mapping of large fractions of the surface; a) obtain 
profiles using laser altimetry; b) derive digital terrain models from 
stereo imaging (requires imaging of surface area under slightly 
different angle, but similar sun elevation); c) study dynamics in 
the ice shell (obtained by ice penetrating radar). 

4 

Characterization of Callisto exosphere - Determine the composi-
tion of the Callisto' exospheres. Multiwavelength (UV-VIS-NIR) 
characterization and mapping of the abundance at different heights 
over the surface through limb scans.  Determine temperature of 
surface volatiles that support the exospheres. 

3 
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Callisto: 
Study its surface 
composition,  
physical properties, 
putative ocean, and 
internal structure 

Characterization of hemispheric differences to constrain the 
existence and rate of mass transfer processes. Determination of the 
surface regolith properties (particle size, composition, distribution, 
crystallinity) between; a) leading vs trailing hemispheres (role of 
impactors and dust); b) north vs south hemispheres (role of 
sputtering and amorphization induced by magnetospheric parti-
cles). 

3 
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Determine global and regional surface ages; a) measure crater 
distributions by complete image coverage at 200-500 m/pxl 
resolutions plus sufficient high-resolution target areas (10-50 
m/pxl); b) monitor over several years satellite's surfaces in order 
to identify newly-formed craters (from comparison with Galileo 
data); c) study of the impactors characteristics (craters catenae 
formed by disagregated comets). 

4 

Improve imaging coverage of Callisto's surface; a) mapping of at 
least 50 % of the surface (~ 200 m/pxl); b) global coverage (~ 1-2 
km/pxl) with four spectral filters from about 350 nm to about 1000 
nm; c) HR images with a resolution of 200 m/pxl for at least 30 % 
of the surface area; d) acquire new high res (<10 m/pix) images of 
selected areas. 

4 

Study of pick-up & charge-exchange processes in plasma/neutral 
tori; a) remote-sense the radio, UV to VIS/IR emissions from the 
Io and Europa tori as well as in (high energy) energetic neutral 
atoms; b) remote-sense the radio, UV to VIS/IR auroral footprints 
of Io and Europa. 

2 

Monitor Io's activity at a wide range of longitudes and local times; 
a) study Io's hemispheric volcanic activity; b) photometry to 
determine bolometric albedo. 

2 Io and Europa 

Characterization of satellites' exospheres - Determine the compo-
sition of the satellites' exospheres. Multi-wavelength (UV-VIS-
NIR) characterization and mapping of the abundance at different 
heights over the surface through limb scans.  Determine tempera-
ture of surface volatiles that support the exospheres. 

3 

Physical characterization & chemical composition of outer 
irregular satellites (only if a close flyby turns out to be  feasible); 
a) satisfactory global (for determining size, shape and possible 
companion bodies) and regional imaging resolution (200-500 
m/pxl); b) study of the surface photometric parameters through 
phase and light curves (looking at zero phase angle desirable) and 
weathering processes; c) multi-wavelength (UV -VIS/NIR - 
Thermal) characterization and mapping of the surface composi-
tion; d) determination of the satellite’s mass from radio  science 
tracking; e) measure the neutral and charged particles sputtered off 
the surface.    

3 

Astrometric observations of irregular satellites - Evaluation of the 
orbital motion of the satellites with respect to stars (long exposure 
MAC - NAC images). 

2 

Improve our  
understanding of the 
irregular  
satellites 

Search for new outer irregular satellites - Search for new satellites 
by using long exposure MAC images.  2 

Investigate the inner 
region of the Jupiter 
system including the 
ring system 

Physical characterization & chemical composition of the ring 
system &  search for new associated satellites; a) determine the 
structure and particle properties of the Jovian  ring system in 3D: 
global imaging of the entire ring system over a  range of time-
scales and in a wide range of phase angles; b) multi- wavelength 
(UV-VIS-NIR) characterization and mapping of the ring  particles 
composition and photometric behavior over a wide range of  phase 
angles; c) search for new associated satellites (with radius < 8  
km); d) sampling of dust particles: 3D distribution, and dynamics;  
investigate dust grain composition and size; e) dynamical interac-
tions  between rings and satellites; f) Map the energetic neutral 
atoms  distribution. 

3 
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Physical characterization & chemical composition of Thebe, 
Amalthea and other  small inner satellites; a) global imaging to 
improve the determination of satellites’  size, shape and cratering 
history; b) study of the surface photometric and thermophysical 
parameters through phase and light curves (looking at low phase 
angles  desirable); c) (at least for Thebe and Amalthea): multi-
wavelength (UV- VIS-NIR) disk-integrated characterization of the 
surface composition  to confirm them as sources of the ring 
particles. 

3 

Determine improved ephemerides for small inner satellites - 
Evaluation of the orbital motion of the satellites with respect to 
stars (long exposure MAC - NAC images). 

1 

Determination of general circulation & composition in the upper 
atmosphere from UV and H3+ measurements; characterization of 
auroral activity from H3+ (IR) and H2 (UV) observations. 

4 

Characterization of the vertical coupling in the atmosphere & of 
its drivers (EUV heating, ion drag or wave activity). 4 

Temperature structure retrieval from upper atmosphere to the 
troposphere through radio occultations technique, line profiles in 
submm range UV and thermal infrared measurements. 

4 

Characterization of ionospheric total electron densities & varia-
tions. 3 

The upper  
atmosphere 

Characterization of the wave activity at low- to mid-latitudes and 
eddy activity and eddy meridional transport. 3 

Determination of the composition: H2O (characterization of 
latitudinal variations, dynamics, role in atmospheric chemistry); 
HCN (dispersion following the SL9 impact), hydrocarbons 
(stratospheric chemistry) and haze; characterization of the strength 
of vertical mixing. 

5 

Determination of temperature structure from stellar and solar 
occultations over a wide range of latitudes in the upper strato-
sphere (1-km at 20°K per measurement).  

4 

The stratosphere  

Determination of the general circulation in the stratosphere. 4 
Determination of chemical composition: condensable species 
(NH3, H2O) and disequilibrium species (PH3, CO) at high spectral 
resolution (R>1000). 

4 

Characterization of the strength of the vertical coupling in the 
atmosphere up to the troposphere. 4 

Determination of the composition & vertical structure of clouds 
and cloud size distribution. 3 

The troposphere 

Study of the relation between the upper troposphere circulation & 
the deep circulation below the clouds & processes driving the jets 
circulation. Potential vorticity retrieval from combined dynamics 
and thermal measurements. 
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The internal  
structure  of Jupiter 

Constrain the existence and size of a core, and the nature of the H-
H2 phase transition - Monitoring of global oscillation modes of the 
planet (up to degree l=25 floor, up to degree l=50 desired goal). 

1 
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Characterize the 3D properties of the magnetodisk with the help of 
in-situ measurements of the magnetic field vector, plasma and 
energetic ions and electrons from eV to MeV at 1 min resolution 
or better to resolve the acting processes, with nearly 3D coverage 
in order to obtain good and reliable plasma moments (density, 
pressure, bulk flow velocity). 

3 

Improve our understanding of the plasma processes acting in the 
magnetodisk by measuring high frequency fluctuations of electric 
and magnetic fields from Hz to MHz. 

2 

Investigate the plasma sources, mass loading variability, composi-
tion, transport modes, and loss processes in the magnetosphere 
with the help; a) of in-situ measurements of the magnetic field 
vector and of charged plasma and neutral energetic particles from 
eV to MeV with good angular and temporal resolution, with 
nearly 3D angular coverage; b) of in-situ measurements of plasma 
and energetic major and minor ion species, including composition 
capabilities and elemental mass ionic charges at 1 min resolution 
or better; c) remote radio, UV to VIS/IR measurements of Io and 
Europa tori emissions as well as in (high-energy) energetic neutral 
atoms. 

2 

Measure dust composition and charge states (including Io dust 
streams) to better understand the coupling between dust and 
magnetospheric plasma at Jupiter. 

3 

Characterize the large-scale coupling processes between the 
magnetosphere, ionosphere and thermosphere; a) by remote-
sensing continuously the jovian radio and auroral emissions in the 
IR, UV and X-ray wavelengths with high resolution, including the 
footprints of the moons and their variability; b) improving our 
understanding of the morphology and modulation of radio auroral 
emissions by measuring plasma waves and radio emissions vs. 
frequency with high spectral resolution in frequency from the key 
regions in the magnetosphere; c) determining the magnetospheric 
mapping of auroral/radio features by measuring in-situ at 1 min 
resolution the properties of the plasma and energetic ions and 
electrons in the medium-energy range (100s eV-100s keV) and 
magnetic field vectors in the region where the corotation breaks-
down, in combination with the remote-sensing of the radio and 
auroral emissions. 

3 

Magnetospheric response to solar wind variability; a) Measure 
solar wind parameters (magnetic field components, density, bulk 
velocity, dynamic pressure); b) measure the jovian radio and 
auroral emissions in the IR, UV, X wavelengths, in combination 
with in-situ solar wind measurements; c) mapping on a global 
scale the (high-energy) energetic neutral atoms resulting from 
charge exchange processes; in combination with in-situ solar wind 
measurements. 

2 

The magnetosphere 
as a fast magnetic 
rotator 

Look for direct evidence of the effects of the solar wind and 
planetary rotation on driving magnetospheric dynamics, by 
searching for large-scale changes in the in-situ properties of the 
plasma, energetic particles, and magnetic field, and by characteriz-
ing the spin-periodic modulation of magnetospheric parameters. 

2 
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The magnetosphere 
as a giant  
accelerator 

Characterize the time evolving Jovian radiation environment by 
measuring in-situ the properties (fluxes, pitch angle distribution) 
of the charged energetic particle populations (ions and electrons) 
in the keV to MeV energy range in various regions of the magne-
tosphere. 

3 



JUPITER EUROPA ORBITER MISSION STUDY 2008: FINAL REPORT 30 JANUARY 2009 
APPENDIX L—SUPPLEMENTAL MATRICES  Task Order #NMO710851 

Subject to NASA/ESA approval. 
L.2-8 

Improve our understanding of the particle bombardment of the 
surfaces of the moons by determining the composition and charge 
state of the charged energetic particle populations (ions and 
electrons) in the keV to MeV range in the inner and middle 
magnetosphere. 

2 

Detail the particle acceleration processes by measuring the plasma 
waves and radio emissions vs. frequency in the Hz to MHz range, 
in combination with in-situ charged energetic particle measure-
ments. 

3 

Study the loss processes of charged energetic particles by measur-
ing at different energies the time evolving (high-energy) energetic 
neutral atoms resulting from charge exchange reactions. 

2 

Measure the time evolving electron synchrotron emissions using 
ground-based observations in the Ghz range, in combination with 
in-situ measurements of energetic electrons. 

3 

Observations of the moon auroral magnetic footprints. Observe 
the magnetic footprints in the visible, IR and UV wavelengths. 3 

Study of pick-up & charge-exchange processes in plasma/neutral 
tori; a) measure the low-energy pick-up ion distribution; b) remote 
sense the Europa and Io Torus in VIS/IR, UV and using their radio 
and ENA emissions; c) measure the energetic particle distributions 
for ions and electrons; d) measure the plasma properties of ions 
and electrons; e) measure the energetic neutral atom distribution at 
low energy; f) measure the magnetic field vector; g) measure the 
plasma/radio emissions vs. frequency. 

2 

Analysis of plasma/surface sputtering processes; a) measure the 
neutral and charged particles sputtered off the surface; b) measure 
the dust particles (impacting the surface and ejected from the 
surface). 

2 

Satellite / magneto-
sphere interactions: 
the magnetosphere 
as a magnetized 
binary system 

Analysis of moon micro-signatures to quantify fundamental 
processes; a) measure the energetic charged particle absorption 
signatures; b) measure the local plasma properties; c) measure the 
magnetic field vector. 

3 

Determine long-term changes of the orbits of the Galilean satel-
lites; a) accurate positions of the satellites (on the order of a meter 
(desired)) from spacecraft in combination with ground-based 
observations; b) Imaging of satellites with background starfield. 
Desired: constrain the secular acceleration of all the moons to 
5m/yr² (corresponds to ~a few meters in orbit location).  

4 Tidal coupling 
among Jupiter and 
the Galilean  
satellites Study the coupled evolution of Io Europa and Ganymede by 

determining internal structures, heat flows, and tidal responses of 
the moons. 
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Physico-chemistry of 
the small bodies 

Study the composition of the dust particles; a) sampling of dust 
particles 3D distribution and dynamics; b) investigate dust grain 
composition and size.    

0 
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M. ADDITIONAL REPORTS ON CD 
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N. COMPLIANCE MATRIX  

Details not available for public release. 
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O.  INTERNATIONAL CONTEXT 
There are ample indications that the EJSM, 

like Cassini/Huygens, could be an interna-
tional collaboration in flight hardware and 
engineering as well as scientific involvement. 
With its sizeable Solar System Exploration 
budget NASA is expected to be the primary 
source of funding for a flagship outer planets 
mission. But despite their smaller overall 
budgets, space-faring organizations outside the 
US could make significant contributions to the 
flight systems, operations, and science of such 
a mission. For this reason, NASA included as 
one of its guidelines for this study the option 
of international collaboration with ESA, 
further described in the Requirements and 
Ground Rules (NASA 2008). 
O.1 Space-Faring Organizations Outside the 

United States 
There are multiple non-US space-faring 

organizations that could participate at various 
levels, ranging from large, well-financed 
efforts such as the European Space Agency 
(ESA) to fledgling programs that have not yet 
ventured on their own beyond Earth orbit. The 
following subsections describe first the 
agencies considered “prime candidates,” and 
then other agencies that might make smaller 
contributions. 
ESA 

ESA is the primary agency for space flight 
and research of the European Union (EU), 
with financial support from the EU and its 
Member States. It has a significant yearly 
budget for exploration and scientific research. 
With its demonstrated capabilities for flight 
system development and fabrication, launch, 
and deep space operations, ESA is fully 
capable of conducting robotic interplanetary 
science missions on its own, as demonstrated 
by such missions as Rosetta, Mars Express, 
and Venus Express. ESA’s launch capability 
does not include launch vehicles as large as the 
largest in NASA’s stable, but its largest, the 
Ariane V, has sufficient launch capacity to 
deliver a scientifically viable spacecraft to the 
Jupiter system via gravity assists in the inner 
solar system and possibly Jupiter. However, 
ESA currently cannot fabricate a radioisotope 
power source (RPS) sufficient to power a 
spacecraft for a long-lived mission beyond 
Jupiter, and French law currently prohibits 

launch of RPSs from ESA’s primary launch 
facility in Kourou, French Guiana. If ESA 
contributes a long-lived flight element 
requiring an RPS of more than a few Watts 
electrical output, under current schedules the 
US would have to supply it, and under current 
laws and policies it would have to launch on a 
US launch vehicle. But the French laws that 
prohibit launches of nuclear materials from 
Kourou are being reviewed, and ESA is 
actively studying the resources needed to 
enable such launches. 
ESA Member States 

ESA is not the only space agency within the 
EU: multiple EU Member States also have 
their own national space agencies, such as 
Germany’s DLR and Italy’s ASI. They have 
their own budgets and their own histories of 
flight experience. Germany’s DLR has devel-
oped space propulsion system components and 
scientific instruments designed to operate in 
the outer solar system, both certified for flight 
on flagship US missions (Galileo and Cassini) 
with demonstrated success. ASI has significant 
experience with advanced spacecraft radio 
systems, providing major components of the 
Cassini telecommunications and radio science 
systems. They also built and flew, with Dutch 
collaboration and US launch, the successful 
BeppoSax X-ray observatory. Member states 
can also provide scientific expertise, as they 
have for Cassini/Huygens. 
JAXA 

The Japanese Aerospace Exploration 
Agency (JAXA), like ESA, has demonstrated 
flight system development and fabrication, 
launch, and deep space operations capabilities 
on their own (though with a lesser degree of 
success so far). JAXA has expressed a strong 
desire to collaborate with ESA in magne-
tospheric research, specifically proposing to 
provide a Jupiter-orbiting magnetospheric 
research flight element that might ride on an 
ESA (possibly with NASA involvement) 
Jupiter mission, as mentioned in §G.2.  
Other National Space Agencies 

There are four other national space agencies 
with credible capability to provide contribu-
tions such as flight elements to an international 
outer planet mission, though others are rapidly 
developing their capabilities. The four are the 
Canadian Space Agency (CSA), the Russian 
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Space Research Institute (IKI), the Indian 
Space Research Organization (ISRO) under 
India’s Inter-Ministerial Space Commission, 
and the China National Space Administration 
(CNSA). Canada, though lacking its own 
launch capability, has a long history of 
building its own Earth-orbiting robotic 
spacecraft and other flight hardware such as 
the robotic arms on the US Space Shuttle and 
International Space Station. Its government 
agency CSA (ASC in French) was established 
in 1989. CSA has had the Microvariability and 
Oscillation of Stars (MOST) observatory 
satellite in operation since 2005, and plans to 
launch in 2009 the Near Earth Object 
Surveillance Satellite (NEOSSat), confirming 
CSA’s ability to build scientific instruments 
and conduct scientific investigations in space. 
Canada also has a well-established program of 
space science research and could contribute 
scientists to a TSSM science team. 

Born in the days of the Soviet Union, the 
Russian agency formerly had significant 
capabilities commensurate with a large budget: 
a well-established research program, dem-
onstrated flight system development, fabri-
cation, launch, and deep space operations 
capability, and fabrication and launch of RPSs. 
But there were severe budgetary cutbacks after 
the collapse of the USSR, reducing Russian 
scientific space activity to a small fraction of 
its former level. IKI personnel have suggested 
the intent to recapture some of the pre-USSR-
collapse scope. ISRO currently has limited 
launch and deep space operations capability 
limited to cislunar space, but has long-range 
plans that include the lead role in an orbiter 
mission to Mars. Their next planned planetary 
mission, Chandrayaan, is a lunar mission, their 
first foray beyond geostationary orbit. CNSA 
has significant launch capability, but its deep 
space operations capabilities appear driven by 
a strong effort toward a manned exploration 
program in cislunar space. There is no 
apparent effort in science extending beyond 
cislunar space. 
O.2 ESA’s Cosmic Vision 2015–2025 Program 

ESA usually performs its long-term 
planning in approximately 10-year segments. 
They are nearly three years into the current 
planning activity, the Cosmic Vision 2015–
2025 (CV) Program, whose goal is to plan 
ESA’s space science program for the 2015–

2025 period. CV began with a call to the 
European space science community to propose 
high-priority science themes to be addressed in 
the CV time frame. ESA considered those 
proposed themes and produced a document, 
Cosmic Vision: Space Science for Europe 
2015–2025, to list and describe the themes 
selected for subsequent steps of the process. 
For the science community the next step was 
to prepare proposals for studies of mission 
concepts to address the science themes. The 
proposals were for studies of mission concepts 
to provide ESA with sufficient information to 
make selections for implementation later in the 
process. Acceptance of the study proposal was 
by no means a confirmation that the proposed 
concept would actually fly. Note that this was 
not just for planetary science: all branches of 
space science, such as astronomy and astro-
physics, and heliospheric studies, were 
included, so a wide range of mission types 
were involved. 

ESA classifies its major science missions 
into Small-, Medium-, and Large-class mis-
sions, denoted S, M, and L respectively. The 
mission-related goal of CV is to plan ESA’s M 
and L missions for the 2015–2025 time frame. 
Cost caps are associated with the classes, with 
M limited to 350M Euros and L to 650M 
Euros. These are costs to ESA, which in 
general are not total mission costs. For ESA 
missions, ESA usually provides (i.e., finances) 
the spacecraft, the launch vehicle, and other 
“standard” mission items and services, but not 
the science instruments and some other items 
that are contributed by European Union 
Member States at no cost to ESA. There are no 
well-defined rules for which components, 
systems, or services the Member States 
contribute. Each mission is negotiated with a 
unique agreement. 

Science community teams proposing 
science objectives and mission concepts in 
response to the call for proposals were 
required to declare the mission size class for 
their concept. Outer solar system (OSS) 
missions are difficult, so credible OSS mission 
concepts are all L-class missions. Even then, 
there are few scientifically viable missions to 
outer solar system destinations that can be 
flown within a cost of 650M Euros plus 
Member State contributions. 
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ESA received three such proposals and 
accepted two for studies: Laplace, a mission to 
Europa and the Jupiter System, and TandEM, a 
Titan and Enceladus mission. The decision 
was not made without regard to NASA. ESA 
was aware of NASA’s interest in an outer solar 
system flagship mission, and the Laplace/ 
TandEM selections mirror NASA’s stated 
interests at the time. With new Cassini/Huy-
gens successes being announced on an almost 
daily basis, there is strong motivation among 
the planetary science community and many 
space agency administrators to make the next 
outer solar system flagship mission another 
international collaboration, in the spirit of 
Cassini/Huygens. 

Negotiations among the US, NASA, the 
EU, and ESA led to the structure of NASA’s 
and ESA’s current outer planet flagship 
studies. For the Jupiter system, the Laplace 
concept’s Europa-orbiting element is replaced 
by a US Jupiter Europa Orbiter currently under 
study, and the US Jupiter System Observer 
(JSO) concept is subsumed into Laplace’s ESA 
Jupiter Ganymede Orbiter under study by 
ESA. JAXA might also provide a Jupiter-
orbiting element for conducting Jovian magne-
tospheric investigations. This establishes the 
foundation and structure for the EJSM study 
and associated studies by ESA. For the Saturn 
system, a recasting of NASA’s Titan Explorer 
and Enceladus Explorer concepts, along with 
ESA’s TandEM concept, as a single mission, 
assigns a Titan orbiter to NASA and one or 
more in situ elements to ESA. This establishes 
the foundation and structure for the TSSM 
study and associated studies by ESA. 

Although at the initiation of this study there 
was a schedule misalignment between NASA’s 
and ESA’s development schedules. This has 
been resolved via the regular NASA/ESA 
bilateral discussions. New guidelines origi-
nating in those discussions target a 2020 
launch date with options for 2018–2022 
launches. The flexibility inherent in the EJSM 
architecture provides robustness against 
potential future schedule problems arising 
from programmatic, technical or cost issues. 
Examples of this flexibility include: 
• Lack of physical interface allows separate 

development cycles, so changes in schedule 
do not impact the flight elements 

• Separate launches of Europa orbiter and 
Ganymede orbiter elements allow decou-
pling of NASA and ESA schedule 

• Trajectories are numerous and can be easily 
adjusted to better accommodate overlap of 
the systems in Jupiter orbit  

O.3 NASA-ESA Collaboration Potential 
Both NASA and ESA have expressed 

interest in a collaborative flagship mission to 
the Jupiter System. There are multiple dif-
ferent avenues for implementing such colla-
boration, involving science team members, 
flight hardware including RPSs, launch 
vehicles and services, operations, deep space 
communications, and other aspects of a deep 
space mission. NASA-ESA collaborations are 
done on a no-funds-exchange basis, so imple-
mentation plans that involve either agency 
buying equipment or services from the other 
side of the Atlantic are not workable. Instead, 
any exchanges must be done on the basis of 
offsetting contributions, much like a barter 
system, and must be negotiated uniquely for 
each mission. 

A brief summary of each agency’s 
capabilities sets the framework for building a 
collaboration. NASA is technically capable of 
conducting every aspect of a Europa or 
Ganymede orbiter on its own, but the funding 
level needed outstrips what is expected for 
SMD in the anticipated time frame. For the 
anticipated funding level available, $2–3B 
(FY07), NASA can probably fly a very 
capable Europa orbiter (the objective of this 
study), but without the capability to orbit 
another moon such as Ganymede. ESA’s 
capabilities closely mirror those of NASA in 
many important respects, with a few notable 
exceptions. Currently ESA cannot provide 
RPSs or launch vehicles larger than their 
Ariane 5, and cannot launch any RPS from 
their prime launch site at Kourou, French 
Guiana. With the L-class limit of $650M Euros 
cost to ESA, it is unlikely ESA could afford a 
capable orbiter mission to Europa, even with 
contributed RPSs, but they could probably 
design and fabricate, with assistance from 
Member States, an orbiter to Ganymede with 
European-built solar arrays. 

The simplest collaboration option with 
current capabilities and policies is to have a 
capable NASA-led Europa orbiter launch 
separately from a ESA-led Ganymede orbiter. 
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This arrangement eliminates the physical 
NASA/ESA interfaces and therefore does not 
suffer from the potential schedule conflict 
mentioned in §G.2. 

The Cassini/Huygens mission is an example 
of a more elaborate collaboration arrangement. 
ESA and its Member States provided not only 
the Huygens in situ probe and support 
hardware, but also provided science instru-
ments and other flight hardware for the Cassini 
orbiter. Science team members were traded 
across NASA/ESA boundaries as well. If 

NASA and ESA deem it worth the more 
complex interfaces, there is a variety of 
arrangements possible that could resolve 
schedule conflicts and yield a more 
scientifically rich mission, though probably at 
a somewhat increased total mission cost. Items 
potentially available for trading include 
science instruments and other flight hardware, 
operations and tracking services, science 
expertise, and even launch vehicles and 
services.  

 
 




