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Summary

. ESA, space applications and GRID potential

- Specific Earth Observation actions

GRID
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New European Space Applications Missions
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Strategy for space application

and approach e.qg.

- Earth Observation missions, GALILEO and Communication for
precise location and timely access to information (e.g.
disaster management)

- Modeling, simulation and Decision Support Systems

for defined user

communities
= Environmental Monitoring institutional and science community
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Emerging technologies complementing space

Fast access to networks and data, interoperability
Distributed and Massive Processing Systems (GRID)
Mobile computing
Internet services

Real time processing
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Satellite communication capabilities

Extending ground high speec
capacity

. Data relay

. Data dissemination

- DVB broadcasting
- Difficult sites

- Multi-media
. New generation "~ e
TX ESRIN TX Kiruna Pl Cant
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< INTERNET - )
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Telemedicine: ESA funded activities

Interactivity level

Simmetric

One way

All of GRID

Interest...
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Monitoring
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Communication speed

10 kbit/s 100 kbit/s 500 kbit/s 2 Mbit/s 8 Mbit/s 50 Mbit/s
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The European Galileo programme

Galileo Is a EC-ESA joint initiative to provide Europe
with a civil satellite navigation infrastructure

Satellite navigation will enable the development of a
large number of applications in several transport and
non—transport domains




Galileo professional applications

Agriculture
Fisheries

Forestry

Civil Engineering, Mining, Oil ..
Surveying and Mapping

Emergency application

GALILEO Added — value : higher accuracy, service guarantee,
Integrity
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Lnvisat science community: Announcement of Opportunity

-NoPrOJects

- ;GZgOPrOJ ects

Ei&?&m AOs: Stlmulatlng scientific research world-wide
3500+ Envisat science Users

" .

120 New Cat-1 Projects in 2001

v Nt
v o,

- 700 Envisat AOs to start Iin 2002

AO-1 (1986)
AO-2 (1994)

AO-3 (199 P.1. geographic distribution

AO- ENVISAT (2000)
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Integration of emerging space and Grid technologies:
marine application

Application Services [/ Cllents
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Tactical Traffic Strategic Traffic  Berth £ Port Ship and Cargo - i g% GNSS
Image Image Operation Information s

Portable terminal
with GNSS Receiver

Control Center

Information Senvices
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GRID on demand:
Weather forecas
models ...

Access to ubiquitous

. ] hieterzalogic Hydrographic  Ship and Cargo
ppfication service

Mn-Oata Data Forecast/Data Information
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Why GRID?

Space and Earth Science approach based on
Progressive refinement of products from many
data sources

Product generation chain involve distributed
organisations

Large international cooperation
Interoperability of data handling tools

Value adding industry can take full advantage
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ESAGRID Interest Group

- Started as follow-on of ESA participation to
DataGrid

- Industrial multi-discipline requirement study -
SpaceGrid (funded by General Study Programme)

- Discussion group for formulating internal plans for
a space application GRID infrastructure

Improve access to European Research Infrastructures

. Promote International Cooperation in Space related
applications: EIROFORUM, CEQS, ..

Involve of user communities and Space industry
Internal lobbing for funding
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Summary

. ESA, space applications and GRID potential

- Specific Earth Observation actions
. DataGrid EO Testbed (with KNMI, IPSL)
Integrating EO operational user services in DataGrid

. Promoting DataGrid in CEOS (NASA, USGS,
NOAA..)
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FD TOTAL OZONE VALUES KNMI/ESA

EO DataGrid challenge:

i o Processing and validation
RO NFND aw satellite data
> ”“"!{{; from the GOME instrument| OT 1 year of GOME data

. Level 1
LIDAR
ESA - KNMI Lidar . data

Processing of raw GOME
data to ozone profiles
With alternative algos IPSL

Validate GOME ozone profiles
With Ground Based measurements

DataGrid

[

r aca Isualization
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GRID Architecture Layers

Problem Solving
Environments &
Frameworks

EO Applications
Tools & Services

Grid Application
Interfacing

Data Grid
Middleware
Services

Local
Resources

N
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Desktop EO Web
Application Portal
(GRID Surfer)
OLNELS MUIS Processing Validation Data
Ll Catalo Algorithms Algorithms Packagin
Services 9 9 9 ging
EO GRID Web Interface
ENGINE Services
JDL Job Data Transfer & Metadata Archive
Composition Execution Replication Management Management GJ
G
User Information Replica VO Grid >
Interface Index Catalogue Directory Security IP gtﬁ
Resource Computing Replica Storage X1
Broker Elements Manager Elements -
1
Computing Disk Archive Grid Metadata NetworW
Cluster Pools Storage Gateway Catalogue Service
o
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Earth Observation Grid Engine
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Desktop
Application

Web Portal
Application
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Web Service
Interface

Earth Observation

GRID Engine
JDL Job Data Transfer & Metadata Archive
Composition Execution Replication Management Management
Data Grid Services
Fabric & Resources
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YAt
EO DataGrid web client user interface Gofﬂ
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Proposed EO GRID testbed: inteoperability

an d we b —-se rVI ces Web Map Services (WMS/WCS/WFS)
@
GeoCache System
Remote
Geographical Servers
Data
Service Layer Broker
GRID Portal é ﬁ
Service JOB Launcher
Catalague
l XXX |
Earth System GRID |
EO Data EU-DataGRID
Warehouses
= &
FTP

Storage Elements Computing

Geographical Remote | Element

Data Servers
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3 Earthnet On-Line Interactive [EOLI) - Netscape

File Edit “iew Go Communicator Help
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ABOUT  IONIC ESRIN

Cata frorm 1999-01-01 to 2000-12-07 The ESA Web map
server offers access to
multiple globally
distributed databases
(e.g., NASA and ESA).
The need for fast

H%. -l access to large volumes
of data requires usage

Qil spill monitoring near the S‘l.Jez canal (ES,&). of high-speed networks..
On the background 1x1 km2 MODIS (NASA).
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