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10:30 Welcome (ESA)

10:35 GRID: Earth and Space Science Applications Perspectives (ESA)
10:50 ESA GRID Infrastructure (ESA)

11:00 Introduction to SpaceGRID (DAT)

11:10 Project Presentation (DAT)

— 11:20 Earth Observation (DAT)

— 11:40 Space Weather (CS-SI)

— 11:55 Spacecraft - Plasma Interactions (DERA + SSL)
— 12:10 Radiation Transport Simulation (DERA + SSL)
— 12:25 Solar System Research (RAL + SSL)

— 12:45 Mechanical Engineering (ASPI1)

13:00 Lunch

e 14:00 Visit to Concurrent Design Facility and other labs (ESA)

e 15:00 European Commission present and future GRID actions (EC)
e 15:30 European institutions cooperation on GRID - discussion (all)
e 16:45 Conclusions (ESA)

e 17:00 Adjourn

26 September 2001 GRID and Space Applications



D el BN b bd O B H R | BN O e B Emd bl

GRID: Earth and Space Science
Applications Perspective

luigi.fusco@esa.int

SpaceGRID KO meeting
ESTEC, 26 September 2001

26 September 2001 GRID and Space Applications



0

- %3 EO ground systems and applications

TR s p— NS E— T T S S —
[==g==g § Fu—g===iy.F 5 §J gy _F—F J—|

(o

Summary

e GRID paradigm - facts

e Earth and Space Science applications
framework for GRID

e Future perspectives
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GRID vision

Intelligent

Interface Cluster Operating

System Users

Middleware e Storage

Jack Dongarra
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Five Emerging Models of Networked Computing

GRID

Edited by Ian Foster
and Carl Kessalman

e Distributed Computing
— synchronous processing

e High-Throughput Computing
— asynchronous processing

e On-Demand Computing
— dynamic resources

e Data-Intensive Computing
— databases

e Collaborative Computing
— scientists

lan Foster and Carl Kesselman, editors, “The Grid: Blueprint for a
New Computing Infrastructure,” Morgan Kaufmann, 1999
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The GRID metaphor

e Unlimited ubiquitous distributed
computing

e Transparent access to multipetabyte
distributed data bases

e Easy to plug in

e Hidden complexity of the infrastructure

e Analogy with the electrical power GRID
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EU Geant - Trans European Research Network

Geé ME

e up to 2.5/10 Gbps In
coming 2 years

80 MEu financed Prj
e Multi-Gigabit shared core
e QoS and VPN

Planned Phymiel Topelogy “ e - Bandw. to be negotiated
= el Gyprus e Test Nw and Production Nw
m— 34 45 Mbps Israel

10 Mbps
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e-Science

e-Science iIs the global collaboration in key
area of science and the next generation of
iINnfrastructure that will enable It

GRID can be the technological infrastructure of
eScience:

e co-ordinates resource sharing
e support multi-institutional virtual communities
e process and analyse huge amounts of data.
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The Grid from a Services View

Applications [{Chemisryl ({1 Cosmology 1] [T Environment

Application
Toolkits

Grid Services
(Middleware)

Resour ce-specific implementations of basic services

Grid Fabric

(Resour ces) E.g., Transport protocols, name servers, differentiated services, CPU schedulers, public key

infrastructure, site accounting, directory service, OS bypass
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The DataGrid Project Em

GRID

The European DataGrid is a project funded by

the European Union to set up a
computational and data-intensive grid of
resources for the analysis of data from

scientific exploration.

10
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DataGrid Goals

e Develop an open source middleware for fabric & grid
management

e Deploy a large scale multi-application testbed
e Production quality demonstrations

e Collaborate with and complement other European and
US projects

e Involve industries to create the critical mass of
Interest for the success of the project

e foster the World Wide Grid technology as the basis
for the European Research Area
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The DataGrid numbers

e 6 main contractors, 15 assistant contractors
e 9.8 millions € funded by EU

e 150 Full Time Equivalent over 3 years

e Flagship project of the EU IST GRID
program

e Project started Jan 2001, duration 3 years
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DataGrid Applications

e The DataGrid Project affords real and
challenging scientific applications:

— High Energy Physics
e process the huge amount of data from LHC
experiments

— Bilology

e sharing of genomic databases for the benefit of
iInternational cooperation

— Earth Observations

e access and analysis of atmospheric ozone data
collected by environmental satellites
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Some specific DataGRID aspects

e Foster the Industrial Deployment (Industry
and Research Forum)

e Support the Open Source adoption by
researcher and individuals

e Inter-projects collaboration:

— GEANT - Trans European Network

— main contacts with the Globus development team
— strong participation to the GGF

— coordination with other GRID projects
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Recent GRID facts

e New projects funded by EC

— EC 6th FWP

 Many initiative at Internat’l & National level
— EIROFORUM
— CEOS GRID actions
— UK e-science, Italy GRID, ...

e INnternational fora:

— GGF (next conference In Frascati 7-10 October,
Includes Industrial FORUM), ParCo ...
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Satellite Payload Data Handling
IS an Ideal
GRID environment

26 September 2001 GRID and Space Applications

16



ERS SAR Image Mode Ground Station Coverage
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AF  “Faitbanks, Alaska, USA" %~ At
AS “Adice Spring, Augralia
BE Beiiing, China—
CA Cordoba, Argentina (Germarny)
co Cotopaxi, Ecuadaor T
cl Cuiaba, Brazil Vo
FS Fucino, Italy RS —
GH Gatineau, Canada N L
Ho Hokart, Australia . )\\4

HA Hatoyama, Japan

| T Farepare, Indonesia

IR Tel Aviv, [srael

JO Johannesburg, South Africa
KS Kiruna, Sweden

(A Furmamato, Japan

LI * Libreville, Gabon (Germary)
ML Malindi, Kenya (ltaly)

MM * McMurdo, Antarctica (LISA)
Ms Maspalomas, Spain

MZ Meustrelitz, Germarny

i [o] Marman, USA

FH Frince Albert, Canada

SE Hyderabad, India

&G Singapore

SY *Syowa, Artarctica (Japam
TF *O'Higgins, Antarctica (G ermany)

TH Banglolk, Thailand

TS Tromsoe, Morway—

TW Chung-Li, Taiwan, R o &

LB lan Bator, Mongolia Vil

WE West Freugh, United Kingdom

- aliniar : L.
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Mobile stations: BK Bishkek, Kyraysan (Gemmary)

DH Dhaka, Bangladesh (The Methedands)
KE Kitab, Uzbekistan (G ermany)

*available during campaign periods
{...) station equipment ownership

ESA Ground Stations e

Cthers

5° antenna elevation

d-esa
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3500 MEuro programme cost*

- 10 instruments on board o T

- 200 Mbps data rate to ground &
- 400 Thytes data archived/year - P
- =100 “standard™ products

- 10+ dedicated facilities in Europe ,

- ~700 approved science (]s_é? ﬁro*‘j'e'
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PRINCIPLES

Decentralised architecture,
central co-ordination and
supervision.

National facilities put at
ESA’s disposal via MOUs
and contracts.

Direct dealing with
scientific users.

Co-operation with value
added industry in E.O.
promotion and in technology
transfer from research to
applications.
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User services for data/Zproducts access

e at ESA and selected national facilities

e Science utilisation not part of key ESA
Infrastructure (many users)
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ESA and GRID initiatives

e Considered as a priority technology to be
used across space applications

e An ESA interest Group established
(http://esagrid.esa.int)

e ESA-wide Initial GRID infrastructure being
established

e Co-operation with other initiatives
(duplication of funding to be avoided)

e New ESA contractual actions under discussion
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Science requirements for GRID

e Metadata and data access

e Intensive and distributed data processing
e e-science (collaboration)

e data fusion, mining, visualisation

e services for Value Adding and commercial use
(security, application development
environment, ...)
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paceGRID Goals

Assess how GRID technology can serve requirements
across a large variety of space disciplines

Foster collaboration and enable shared efforts across
space applications

Sketch the design of an ESA-wide (and common)
GRID infrastructure

Proof of concept through prototyping
e Involve both industry and research centres

Keep Europe up with GRID efforts
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The way forward

v Earth and Space Science application user
INnfrastructure to become GRID-aware

v Extend GRID access Space applications
¥ to large science communities
¥ to value adding and commercial communities, ...

¥ to federate Earth and Space Science dedicated
Networks

¥ Build proper collaborative environments
¥ More presence in European level initiative
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ence Application GRID Framework

Earth
Science

Engineering

. ES business components

I mage

Processing Catalogue

Access

and services ﬁ
ﬁ OS models

Visualisation
Thematic

ES Applications Portal (s)

App Dev Environment products GIS
' GRID-aware Infrastructure '
Scheduling ' Replication
Data Access ' M onitoring
EO archives '
‘ ) =Y DataGRID, ...
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